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Abstract   
Algorithmic   recourse   is   a   rapidly   developing   subfeld   in   explainable   
AI   (XAI)   concerned   with   providing   individuals   subject   to   adverse   
high-stakes   algorithmic   outcomes   with   explanations   indicating   how   
to   reverse   said   outcomes.   While   XAI   research   in   the   machine   learn-
ing   community   doesn’t   confne   itself   to   counterfactual   explanations,   
its   algorithmic   recourse   subfeld   does,   adopting   the   assumption   
that   the   optimal   way   to   provide   recourse   is   through   counterfactual   
explanations.   Though   there   has   been   extensive   human-AI   inter-
action   research   on   explanations,   translating   these   fndings   to   the   
algorithmic   recourse   setting   is   non-obvious   due   to   meaningful   
problem   setting   diferences,   leaving   the   question   of   whether   coun-
terfactuals   are   the   most   optimal   explanation   paradigm   for   recourse   
unanswered.   While   intuitively   satisfying,   the   prescriptive   nature   
of   counterfactuals   makes   them   vulnerable   to   poor   outcomes   when   
circumstances   unknown   to   the   decision-making   and   explanation   
generating   algorithms   afect   re-application   strategies.   With   these   
concerns   in   mind,   we   designed   a   series   of   experiments   compar-
ing   diferent   explanation   methods   in   the   recourse   setting,   explic-
itly   incorporating   scenarios   where   circumstances   unknown   to   the   
decision-making   and   explanation   algorithms   afect   re-application   
strategies.   In   Experiment   1,   we   compared   counterfactuals   with   rea-
son   codes,   a   simple   feature-based   explanation,   fnding   that   they   
both   yield   comparable   re-application   success,   and   that   reason   codes   
led   to   better   user   outcomes   when   unknown   circumstances   had   
a   high   impact   on   re-application   strategies.   In   Experiment   2,   we   
sought   to   improve   on   reason   code   outcomes,   comparing   them   to   
feature   attributions,   a   more   informative   feature-based   explanation,   
but   found   no   improvements.   Finally,   in   Experiment   3,   we   aimed   to   
improve   on   reason   code   outcomes   with   a   multiple   counterfactual   
explanation   condition,   fnding   that   multiple   counterfactuals   led   to   
higher   re-application   success   but   still   resulted   in   comparatively   
worse   user   outcomes   in   the   face   of   high   impact   unknown   circum-
stances.   Taken   together,   these   fndings   call   into   question   whether   
the   standard   counterfactual   paradigm   is   the   best   approach   for   the   
algorithmic   recourse   problem   setting.   
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1   Introduction   
Motivated   by   AI   policy   mandates   and   notions   of   a   “right   to   ex-
planation,”   algorithmic   recourse   is   a   rapidly   developing   subfeld   in   
explainable   AI   (XAI)   concerned   with   providing   individuals   subject   
to   adverse   high-stakes   algorithmic   outcomes   with   explanations   
indicating   how   to   reverse   said   outcomes   [16,   24,   50].   For   exam-
ple,   suppose   that   an   individual   is   denied   a   loan   due   to   algorithmic   
decision-making.   Algorithmic   recourse   aims   to   provide   that   indi-
vidual   with   an   explanation   that   both   illuminates   why   their   applica-
tion   was   denied   and   enables   them   to   reapply   for   that   loan   success-
fully.   Additionally,   algorithmic   recourse   is   subject   to   an   important   
constraint:   institutions   using   algorithms   for   automated   decision-
making   are   concerned   with   applicants   “gaming   the   system”   [2]   and,   
consequently,   resist   making   their   algorithms   transparent.   Thus,   it   is   
generally   assumed   that   explanations   used   for   algorithmic   recourse   
need   to   be   informative   in   the   context   of   a   specifc   case   without   
revealing   the   complete   decision-making   logic.   While   the   recourse   
problem   has   been   extensively   explored   by   the   machine   learning   
(ML)   research   community,   it   has   been   largely   overlooked   by   human-
AI   interaction   scholars,   allowing   untested   assumptions   to   take   root   
and   under-evaluated   solution   paradigms   with   real   world   policy   
implications   to   be   promoted.   

As   background,   the   bulk   of   ML   recourse   research   has   been   de-
voted   to   developing   efcient   and   robust   methods   for   computing   
counterfactual   explanations   across   diferent   types   of   models   [24,   50],   
in   spite   of   theoretical   concerns   that   counterfactuals   may   not   support   
individuals   seeking   to   reverse   adverse   outcomes   [2].   Counterfac-
tual   explanations   identify   attribute   changes   needed   to   achieve   an   
alternate,   desired   outcome.   In   our   loan   denial   example,   a   counter-
factual   explanation   of   that   algorithmic   decision   could   be   “the   loan   
would   be   approved   if   annual   income   increased   by   $10k.”   What   dis-
tinguishes   recourse   methods   from   other   counterfactual   explanation   
generation   methods   is   a   focus   on   fnding   useful,   easily   actionable   
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counterfactuals.   This   can   range   from   prescribing   minimal   changes   
that   would   achieve   the   desired   outcome,   such   as   increasing   income   
by   $10k   in   lieu   of   $100k,   to   ensuring   that   prescribed   changes   are   pos-
sible,   i.e.,   decreasing   duration   of   home   ownership,   a   monotonically   
increasing   temporal   variable,   is   impossible.   Researchers   employ   
mathematical   abstractions   to   capture   salient   feature   information,   
like   those   aforementioned,   with   the   aim   of   generating   useful,   ac-
tionable   counterfactuals.   As   frst   highlighted   in   Barocas   et   al.’s   
expository   analysis   surfacing   hidden   assumptions   about   the   use   
of   counterfactuals   [2],   a   challenge   with   the   focus   on   these   mathe-
matical   abstractions   is   that   there   may   exist   additional   contexts   not   
captured   in   the   data   available   to   the   algorithm   that   substantially   
impact   which   courses   of   action   are   the   best   suited   for   the   afected   
individual.   To   return   to   our   loan   denial   example,   a   counterfactual   ex-
planation   may   say   “the   loan   would   be   approved   if   income   increased   
by   $10k,”   unaware   of   childcare   obligations   preventing   an   individual   
from   taking   on   more   work   shifts.   If   alternatives   exist,   a   diferent   set   
of   fnancial   recommendations   may   be   more   appropriate   for   their   
situation.   For   example,   the   person   may   be   able   to   reduce   how   much   
of   their   credit   limit   they   use   by   paying   for   some   of   their   purchases   
with   a   debit   card   instead   of   a   credit   card.   Thus,   counterfactual   ex-
planations   ofer   a   clear   suggestion   for   what   a   person   might   do   to   
achieve   a   desired   outcome,   but   if   that   one   suggested   path   is   not   
appropriate   for   that   person   to   follow,   counterfactual   explanations   
might   not   ofer   enough   information   for   people   to   know   if/what   
alternative   paths   to   success   exist.   

There   is   a   clear   gap   in   the   literature   given   this   background:   are   
counterfactuals   even   the   correct   explanation   paradigm   to   pursue   
for   recourse?   As   we   detail   in   related   work,   there   is   a   substantial   
body   of   work   on   AI-assisted   decision-making   for   settings   where   
AI   models   recommend   or   justify   an   optimal   course   of   action,   in-
cluding   experiments   that   consider   counterfactuals.   The   algorithmic   
recourse   setting,   while   superfcially   similar,   is   meaningfully   dif-
ferent   because   the   human   interacting   with   the   explanation   is   a   
decision   subject   and   not   a   decision-making   worker.   Specifcally,   
in   the   recourse   setting,   counterfactuals   serve   two   purposes:   First,   
they   provide   an   explanation   for   a   negative   decision   that   has   already   
been   taken   by   a   diferent   party   and,   second,   they   communicate   a   
course   of   action   for   achieving   diferent   outcome   next   time.   Because   
the   audience   of   the   explanation   is   the   decision   subject,   there   are   
also   constraints   on   how   much   information   recourse   explanations   
can   convey—institutional   stakeholders   employing   decision-making   
algorithms   (such   as   banks)   are   unlikely   to   provide   complete   in-
formation   or   algorithm   access   due   to   proprietary   arguments   and   
concerns   about   individuals   “gaming   the   system”   [2].   

It   is   particularly   important   for   HCI   researchers   to   bridge   this   
gap   given   that   our   feld   can   and   should   contribute   knowledge   in   
areas   where   pertinent   policy   debates   are   taking   place   [57];   beyond   
generating   new   human-AI   interaction   insights,   further   empirical   
insights   could   support   policy-makers’   attempts   to   empower   indi-
viduals   adversely   afected   by   algorithmic   decision-making.   Related   
HCI   scholarship   has   largely   focused   on   the   broader   feld   of   algo-
rithmic   contestation   —   where   adverse   algorithmic   outcomes   may   
be   addressed   through   a   wider   range   of   processes   (e.g.,   appeals,   al-
gorithm   abolition)   than   afected   individuals   accepting   institutions’   
initial   decisions   and   reapplying   [22,   27].   At   minimum,   making   re-
search   connections   to   the   algorithmic   recourse   feld   put   forth   by   the   

ML   community   could   help   policy-makers   better   parse,   scope,   and   
navigate   scholarship   relevant   to   empowering   afected   individuals.   

With   all   this   in   mind,   we   conducted   an   empirical   evaluation   of   
whether   counterfactuals   are   the   correct   explanation   paradigm   to   
pursue   for   algorithmic   recourse.   This   paper   is   preliminary   in   its   
critical   technical   practice   [4]   in   that   we   challenge   the   counterfac-
tual   explanation   paradigm   without   challenging   any   of   the   other   
core   assumptions   of   algorithmic   recourse,   such   as   not   revealing   
the   details   of   the   decision-making   algorithms.   At   a   higher   level,   
we   are   also   operating   under   the   traditional   recourse   assumption   
that   applicants   need   to   make   changes   to   achieve   a   desired   outcome   
—   to   assume   otherwise   (e.g.,   to   demand   changes   in   the   logic   of   
the   decision-making   algorithm   or   institution)   broadens   the   prob-
lem   setting   to   algorithmic   contestation,   which,   while   critical   and   
interrelated,   is   outside   the   scope   of   this   work.   

To   interrogate   whether   the   counterfactual   paradigm   is   the   most   
appropriate   for   recourse,   we   compared   the   efects   of   various   ex-
planation   types   in   the   recourse   problem   setting.   We   designed   a   
college   internship   reapplication   task,   conducting   three   experiments   
that   consecutively   build   on   each   other.   In   each   experiment,   partici-
pants,   acting   as   career   counselors,   selected   courses   that   applicants   
(college   students)   should   take   before   reapplying.   Participants   had   
access   to   the   denial   letter   that   included   an   explanation   for   why   
the   original   internship   application   was   denied.   In   our   task   design,   
we   explicitly   incorporated   circumstances   unknown   to   the   decision-
making   and   explanation   generation   algorithms   (the   schedule   of   
course   oferings)   into   our   reapplication   task   and   we   challenged   
our   participants   to   create   course   plans   that   would   both   lead   to   a   
successful   reapplication   outcome   and   that   could   be   completed   in   
as   few   semesters   as   possible.   We   manipulated   the   course   schedule   
design   to   create   conditions   where   students’   urgency   and   expla-
nations’   course   recommendations   were   mutually   compatible   (the   
aligned   condition)   or   at   odds   (the   misaligned   condition).   Consid-
ering   the   relative   strengths   and   limitations   of   the   counterfactual   
explanations   discussed   prior,   in   our   primary   experiment   we   hy-
pothesized   that:   H1)   Employing   counterfactual   explanations   would   
result   in   higher   reapplication   success   than   feature-based   explana-
tions;   H2)   However,   employing   counterfactual   explanations   would   
result   in   less   optimal   reapplication   plans   (in   terms   of   the   num-
ber   of   semesters   needed   to   complete   additional   courses)   compared   
to   feature-based   explanations   in   the   misaligned   condition,   where   
circumstances   unknown   to   the   decision-making   and   explanation   
generation   algorithms   infuence   the   reapplication   process.   

Support   for   H1   would   bolster   the   counterfactual   paradigm.   Sup-
port   for   H2   would   do   the   opposite,   serving   as   an   existence   proof   of   
when   counterfactuals   can   lead   to   worse   outcomes,   namely   in   the   
face   of   circumstances   unknown   to   decision-making   and   explanation-
generation   algorithms   impacting   the   reapplication   process.   This   
pre-condition   for   worse   outcomes   is   potentially   widespread;   despite   
ML   eforts   detailed   in   related   work,   no   algorithmic   decision-making   
or   explanation-generating   algorithm   can   plausibly   capture   all   cir-
cumstances   important   to   an   individual   in   real-world   scenarios.   

In   Experiment   1,   we   instantiated   feature-based   explanations   with   
“reason   codes”   (simple   lists   of   features   that   impacted   the   decision   
the   most),   observing   no   support   for   H1   and   strong   support   for   
H2.   Specifcally,   we   found   that   both   explanation   formats   yielded   
comparable   reapplication   acceptance,   and   counterfactuals   led   to   
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later   (i.e.,   less   optimal)   application   acceptances   when   unknown   
circumstances   had   a   high   impact   in   the   misaligned   schedule   condi-
tion.   This   was   our   primary   experiment   designed   around   our   core   
question   of   counterfactual   use   in   algorithmic   recourse.   Subsequent   
supporting   experiments   built   on   the   fndings   of   Experiment   1   —   that   
reason   codes   can   outperform   counterfactuals   —   and   sought   better   
recourse   explanation   alternatives   than   reason   codes.   In   Experiment   
2,   we   sought   to   improve   on   reason   codes   outcomes,   comparing   
them   to   feature   attributions,   which   unlike   reason   codes,   addition-
ally   conveyed   the   magnitude   of   the   relative   feature   importance.   
However,   we   found   no   signifcant   improvements.   In   Experiment   
3,   we   aimed   to   improve   on   reason   codes   outcomes   with   a   multi-
ple   counterfactuals   explanation   condition,   fnding   that   showing   
multiple   counterfactuals   (in   our   case   2)   led   to   higher   reapplica-
tion   acceptance   but   still   resulted   in   later   application   acceptance   
compared   to   reason   codes   in   the   misaligned   schedule   condition.   
Pursuing   these   supporting   experiments   enabled   us   to   enrich   the   re-
course   explanation   design   recommendations   that   initially   emerged   
from   our   primary   experiment.   

Across   all   experiments,   we   collected   short   responses   on   how   
participants   used   the   diferent   types   of   explanations   to   shape   their   
decisions,   revealing   that   most   participants   focused   on   reapplying   
successfully   over   reapplying   quickly   in   counterfactual-based   ex-
planation   conditions,   but   considered   both   needs   holistically   more   
often   in   feature-based   explanation   conditions.   We   also   collected   
self-reported   explanation   preferences,   fnding   that   reason   codes   
were   always   the   least   preferred   in   each   of   the   experiments,   con-
trasting   with   participants’   performance   on   objective   metrics.   In   
summary,   in   this   work   we   make   the   following   contributions:   

•   We   conducted   the   frst   user   study   evaluating   the   untested   
assumption   that   counterfactuals   are   the   best   explanation   for-
mat   for   the   algorithmic   recourse   setting,   amassing   empirical   
evidence   challenging   the   counterfactual   paradigm,   demon-
strating   that   across   objective   metrics,   simple   feature-based   
explanations   like   reason   codes   can   lead   to   comparable   or   
better   outcomes   than   counterfactuals.   

•   We   followed   up   these   fndings   with   additional   experiments   
aiming   to   identify   better   explanations   for   algorithmic   re-
course,   fnding   no   overwhelmingly   better   approach   than   
reason   codes,   and   moderate   success   with   multiple   counter-
factuals.   We   consequently   recommend   the   recourse   research   
community   to   both   explore   solutions   outside   counterfactual   
paradigm,   and   while   within   the   paradigm,   focus   on   multiple   
counterfactual   solutions.   

•   We   designed   a   reapplication   task   where   features   unknown   
to   the   algorithm   afect   decision-making,   a   condition   criti-
cal   to   ensuring   successful   recourse   outcomes   in   real-world   
deployments.   Subsequently,   this   task   design   serves   as   a   foun-
dational   template   for   efective   evaluation   of   future   recourse   
explanation   approaches.   

2   Related   Work   

2.1   Algorithmic   Recourse   Landscape   
Our   work   was   explicitly   motivated   by   the   assumptions   and   ques-
tions   frst   surfaced   by   Barocas   et   al.   [2].   At   the   onset   of   their   analy-
sis,   Barocas   et   al.   consider   the   diferences   between   counterfactuals   

and   “principle   reasons,”   or   reason   codes   —   a   simple   feature-based   
explanation   approach   employed   in   credit   scoring   that   lists   some   
features   contributing   to   an   algorithmic   decision   in   order   of   impor-
tance.   This   theoretical   analysis   considering   the   potential   pros   and   
cons   of   one   explanation   approach   versus   another   directly   infu-
enced   the   conditions   and   hypotheses   we   employed   in   our   primary   
experiment,   stated   formally   in   Section   4.   Similarly   motivating,   Sulli-
van   and   Verreault-Julien   [43]   argue   that   recourse   should   be   framed   
as   a   recommendation   problem,   and   through   this   lens,   it   may   turn   
out   that   supporting   individuals   in   re-application   may   require   a   
diferent   decision   support   framework   than   counterfactuals.   Baro-
cas   et   al.   [2],   and   concurrent   work   by   Venkatasubramanian   and   
Alfano   [49],   also   make   the   following   counterfactual-specifc   ob-
servations:   prescribed   feature   changes   often   incorrectly   assume   
feature   independence,   the   difculty   of   feature   changes   cannot   be   
determined   from   the   data   trivially,   and   counterfactuals   make   static,   
monotonic,   and   binary   classifcation   model   assumptions.   Some   of   
these   concerns   are   tackled   in   algorithmic   works   detailed   below.   

Since   the   publication   of   Wachter   et   al.’s   seminal   work   introducing   
the   idea   of   algorithmic   recourse   [51],   over   350   counterfactual   gener-
ating   algorithms,   many   specifcally   tailored   for   recourse,   have   been   
proposed,   surveyed,   and   taxonomized   [24,   50].   While   our   work   fo-
cuses   on   human-centered   outcomes,   relevant   to   these   outcomes   are   
algorithmic   research   directions   that   aim   to   make   explanations   use-
ful   to   individuals.   Many   approach   this   objective   indirectly,   aiming   
to   produce   counterfactual   explanations   that   recommend   changes   
that   are   consistent   with   values   and   trends   present   in   the   data,   or   
"realistic,"   with   the   implication   being   that   realistic   recommenda-
tions   are   more   useful   to   individuals.   To   this   end,   some   methods   
aim   to   generate   counterfactuals   that   are   on   the   underlying   data-
manifold   [15,   23],   while   others   employ   causal   modeling   of   the   data   
space   directly   [25,   26].   Others   incorporate   salient   feature   informa-
tion   unrepresented   in   raw   data,   like   monotonicity   and   immutability,   
into   counterfactual   generation   optimization   constraints   [46,   54].   
All   of   these   approaches   are   vulnerable   to   inaccurate   or   incomplete   
knowledge   about   the   data   or   circumstances   relevant   to   any   given   
individual.   

Some   recourse   methods   defer   the   issue   of   counterfactual   useful-
ness   to   designing   a   human-centered   cost   function   to   incorporate   
into   the   counterfactual   generation   optimization   objective,   making   it   
a   problem   for   metric   learning   research,   or   other   related   CS   subfelds.   
To   this   end,   Rawal   and   Lakkaraju   [39]   proposed   using   the   Bradley-
Terry   method   to   learn   a   recourse   cost   function   from   crowd-sourced   
or   user   inputted   pairwise   feature   comparisons,   where   comparisons   
inquire   which   feature   is   more   difcult   to   change.   This   type   of   ap-
proach   may   be   limited   due   to   the   number   of   comparisons   necessary   
to   learn   an   efective   cost   function.   In   GAM   Coach,   Wang   et   al.   [54]   
introduced   an   integer   programming-based   approach   to   incorporate   
user   preferences   like   feature   value   range   and   perceived   difculty   
to   change   a   feature,   but   their   approach   is   only   applicable   when   
generating   counterfactuals   for   linear   (or   linearly   approximated)   
decision-making   algorithms,   and   makes   the   common   but   often   
unrealistic   assumption   of   feature   independence.   

Other   methods   tackle   counterfactual   usefulness   by   presenting   
multiple   counterfactuals   at   once,   the   implication   being   that   indi-
viduals   can   choose   to   follow   whichever   one   is   best   suited   for   their   
circumstances.   These   approaches   often   focus   on   ways   to   maximize   
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the   “diversity”   of   counterfactual   set,   or   how   diferent   counterfac-
tuals   are   from   one   another,   in   efort   to   present   the   widest   set   of   
options   [37].   Relatedly,   some   works   propose   search   [41],   or   itera-
tive   preference   refnement   algorithms   [53,   54]   that   operate   on   a   set   
of   multiple   counterfactuals.   One   of   the   primary   critiques   of   multi-
ple   counterfactual   approaches   is   whether   they   can   be   adopted   in   
any   realistic   application   given   institutional   information   constraints.   
Given   enough   examples,   multiple   counterfactuals   can   be   leveraged   
to   game   the   decision-making   algorithm,   fnding   superfcial   im-
provements   external   to   the   decision-making   objective   that   enable   
re-application   success,   or   in   the   extreme,   recreate   the   decision-
making   rule,   posing   proprietary   concerns   [2,   54].   

In   the   realm   of   user   studies   focused   on   algorithmic   recourse,   
GAM   Coach   [54]   was   also   proposed   as   a   means   to   achieving   posi-
tive   human-centered   outcomes.   As   discussed   above,   GAM   Coach   
introduced   a   novel   approach   to   incorporating   user   preferences   into   
counterfactual   generation   iteratively   over   a   set   of   multiple   counter-
factuals.   Wang   et   al.   also   presented   an   extensive   interface   and   tool   
for   GAM   Coach,   enabling   comparisons   across   the   multiple   counter-
factuals   it   produces.   Their   user   studies   centered   around   subjective   
measures,   fnding   that   participants   found   their   system   useful   and   
usable,   and   preferred   personalized   plans   over   default   counterfac-
tuals.   While   both   this   work   and   our   own   are   primarily   concerned   
with   human-centered   algorithmic   recourse   outcomes,   we   seek   to   
answer   fundamentally   diferent   and   complementary   questions.   We   
are   interested   in   interrogating   and   explicitly   understanding   the   pre-
requisite   question   of   whether   counterfactuals   are   even   the   correct   
explanation   paradigm   to   pursue   for   recourse,   particularly   while   
explicitly   modeling   scenarios   where   circumstances   unknown   to   
the   decision-making   and   explanation   generation   algorithms   afect   
re-application.   

2.2   Comparing   Counterfactuals   with   other   
Explanation   Types   

Barocas   et   al.   [2]   conclude   their   work   with   a   call   to   engage   di-
rectly   with   decision   subjects   to   better   understand   what   is   useful   
for   recourse.   Keane   et   al.   [29]   surveyed   over   100   counterfactual   
explanation   generation   methods,   fnding   that   only   21%   of   them   
have   been   user   tested,   often   with   limitations.   Of   studies   empirically   
evaluating   counterfactuals,   even   fewer   made   comparisons   to   other   
explanation   types.   

Some   works   outside   the   domain   of   algorithmic   recourse   provide   
evidence   for   the   goal-directed   benefts   of   counterfactuals,   support-
ing   our   intuition   behind   H1   where   we   hypothesized   that   due   to   their   
explicit,   prescriptive   nature,   counterfactuals   will   result   in   more   re-
application   acceptances   (stated   formally   in   Section   4).   Warren   et   al.   
[55]   compared   counterfactual   explanations   with   causal   ones,   fnd-
ing   that   counterfactual   explanations   improved   users’   predictions   
of   AI   decisions   (system   understanding)   compared   to   no   explana-
tion   baselines,   but   not   when   compared   to   causal   explanations.   In   a   
complementary   work   leveraging   the   same   task   design,   Celar   and   
Byrne   [11]   performed   additional   analyses,   fnding   that   counterfac-
tuals   improved   the   accuracy   of   participants’   own   decision-making   
compared   to   causal   explanations.   Celar   and   Byrne   related   their   
work   to   psychological   theories   positing   that   counterfactuals   are   
goal-directed   towards   future   decisions   and   prompt   individuals   into   

considering   both   the   facts   and   the   alternative   to   reality   at   once,   a   
richer   mental   representation   state   with   more   information   than   that   
prompted   by   causal   explanations.   The   downside   of   the   richer   repre-
sentation   is   a   higher   cognitive   load,   especially   given   evidence   that   
individuals   do   not   like   cognitively   efortful   explanations   [6].   Celar   
and   Byrne’s   fndings   demonstrate   that   in   the   XAI   domain,   the   cog-
nitive   costs   of   counterfactuals   are   outweighed   by   the   goal-directed   
benefts   of   available   explicit   information.   

Other   fndings   indicated   that   feature-based   explanations   pro-
mote   model   understanding,   supporting   our   intuition   behind   H2   
(stated   formally   in   Section   4),   because   model   understanding   could   
improve   individuals’   ability   to   make   optimal   choices   when   circum-
stances   unknown   to   decision-making   and   explanation   algorithms   
afect   the   re-application   process.   Namely,   Wang   and   Yin   [52]   eval-
uated   the   efect   of   counterfactual   and   feature-based   explanations   
on   model   understanding,   uncertainty   awareness,   and   trust,   in   fa-
miliar   (recidivism   prediction)   and   unfamiliar   (forest   cover   predic-
tion)   domains.   Efects   were   observed   in   the   familiar   domain,   with   
feature-based   explanations   having   a   positive   efect   on   the   three   
aforementioned   goals.   

The   fndings   of   other   works   comparing   counterfactuals   with   dif-
ferent   explanation   types   [3,   14,   20,   32,   34,   47,   55,   58]   were   less   closely   
tied   to   our   hypotheses.   These   works   produced   mixed   fndings   with   
respect   to   counterfactuals   outperforming   or   underperforming   other   
explanation   types,   on   varied   decision   making   tasks   and   metrics,   
reinforcing   the   need   for   usage-informed   evaluation   practices   that   
has   been   well   established   in   the   broader   XAI   feld   [5,   33].   This   
further   motivates   the   need   for   specifc   user   studies   of   the   recourse   
setting,   where   the   decision   making   task,   re-application   under   an   
explanation   information   constraint,   has   not   been   addressed.   

2.3   Designing   Efective   AI-Assisted   Decision   
Support   

While   the   above   works   center   on   recourse   and   the   comparative   
strengths   and   weaknesses   of   counterfactuals   relative   to   other   expla-
nation   types,   other   scholarship   has   interrogated   broader   and   related   
research   questions   surrounding   the   efectiveness   of   AI   explanations   
in   supporting   decision-making.   

In   a   qualitative   study,   Yacoby   et   al.   [56]   investigated   the   efec-
tiveness   of   counterfactual   explanations   in   supporting   pre-trial   risk   
assessment,   fnding   that   judges,   the   decision-makers,   initially   misin-
terpreted   and   ultimately   ignored   counterfactual   explanations,   mak-
ing   decisions   based   on   their   domain   expertise   [56].   Other   works   
systematically   manipulated   feature-based   explanations   [21,   30]   and   
the   stated   confdence   of   recommendations   [1]   to   demonstrate   how   
AI   explanation-assisted   decision   support   can   be   misleading.   

While   these   demonstrations   of   inefective   AI   explanation-assisted   
decision   support   do   not   map   cleanly   to   understanding   the   recourse   
problem   setting,   they   are   instances   of   more   wide   ranging   human-AI   
interaction   concerns   regarding   prescriptive   AI-assisted   decision   
support.   HCI   scholarship   on   efective   AI-assisted   decision   support   
is   extensive,   with   research   identifying   over- and   under-reliance   on   
AI   recommendations   and   attempting   to   calibrate   this   reliance   via   
various   interventions.   This   includes   attempts   to   align   human-AI   
mental   models   [28,   38],   promote   cognitive   engagement   with   the   
information   provided   [6,   19],   or   adapt   the   human-AI   interaction   
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to   the   individual   diferences   in   reliance   on   AI   [44].   Lee   and   Chew   
[32],   introduced   in   the   previous   section,   engaged   with   notions   of   
over   and   under-reliance   explicitly,   fnding   that   clinical   experts   and   
laypeople   over-relied   on   “wrong”   AI   assessments   of   a   physical   
condition   less   when   presented   with   counterfactual   explanations   
compared   to   feature   based   explanations   [32].   Some   scholars   argue   
against   providing   explicit   decision   recommendations   because   they   
take   agency   away   from   human-decision   makers   and   fail   to   promote   
the   mental   model   alignment   or   cognitive   engagement   critical   for   
efective   decision-making.   Instead,   some   of   these   scholars   argue   
for   adaptive   support   that   is   optimized   for   human   learning   and   for   
the   sub-processes   involved   in   decision-making   [7,   8,   19].   Others   
propose   evaluative   support   that   helps   decision   makers   assess   ar-
guments   for   and   against   specifc   decisions   [36].   In   addition   to   the   
recourse   and   counterfactual   explanation   literature,   we   situate   our   
study   in   this   body   of   efective   human-AI   decision   support   work   by   
drawing   connections   to   these   perspectives   when   interpreting   our   
results.   

3   Methods   
We   conducted   one   primary   experiment   and   two   supporting   exper-
iments   that   consecutively   built   on   each   other,   frst   to   interrogate   
whether   the   counterfactual   paradigm   best   suits   the   recourse   setting   
and   then   to   identify   the   most   efective   alternatives.   In   this   section   
we   outline   our   task   design   and   other   methodological   decisions   
common   to   all   three   experiments.   

3.1   Task   Design   
We   asked   participants   to   put   themselves   in   the   shoes   of   a   college   
career   counselor   and   help   students   who   were   initially   denied   in-
ternships   improve   their   resumes   based   on   hiring   manager   feedback   
and   reapply.   For   each   task   instance,   participants   were   presented   
with   a   simplifed   resume   (Figure   1)   which   showed   an   applicant’s   
experience   in   four   skill   areas.   The   experience   was   visualized   as   a   
number   of   stars   (0–5).   Under   the   guise   of   hiring   manager’s   feedback,   
participants   were   also   shown   an   explanation   for   why   a   particular   
applicant   was   denied   an   internship   (Figure   2).   

Next,   participants   were   shown   a   tool   (Figure   3),   which   they   had   
to   use   to   suggest   to   an   applicant   what   they   should   do   to   improve   
their   skill   set   in   order   to   be   accepted   for   the   internship   the   next   time   
they   applied.   The   tool   presented   a   schedule   of   courses   in   the   4   skill   
areas.   The   schedule   covered   the   next   3   semesters.   Taking   a   course   in   
a   particular   skill   area   would   improve   an   applicant’s   corresponding   
skill   level   by   one   star.   For   most   skills,   courses   were   available   in   
some   semesters   but   not   others.   Additionally,   participants   could   
recommend   a   maximum   of   4   courses   (communicated   in   the   interface   
as   the   number   of   available   credits,   Figure   3   top   left).   Underneath   
the   schedule,   participants   were   shown   a   reminder,   reproducing   
the   information   they   were   told   prior   about   the   applicant   and   the   
explanation   for   the   initial   denial   (Figure   3   bottom).   

Participants   were   instructed   to   select   a   set   of   courses   that   would   
satisfy   2   criteria:   First,   if   the   student   took   the   courses,   their   reappli-
cation   for   the   internship   should   be   accepted.   Second,   participants   
were   asked   to   fnd   solutions   that   would   allow   a   successful   reappli-
cation   in   as   few   semesters   as   possible.   To   explain   the   importance   of   
the   second   criterion,   participants   were   informed   that   the   students   

they   would   be   assisting   were   frst   generation   students   who   were   
struggling   to   make   ends   meet   and   to   aford   rent   near   campus.   If   
evicted,   they   would   have   to   dropout   and   move   back   in   with   their   
families,   putting   their   dreams   of   being   the   frst   college   graduates   in   
their   families   at   risk.   Participants   were   informed   that   their   students   
had   applied   to   these   paid   internships   to   further   their   academic   
goals   and   to   meet   their   fnancial   needs.   To   incentivize   careful   con-
sideration   of   both   criteria,   participants   were   told   that   they   would   
receive   a   bonus   that   depended   on   how   quickly   the   applicant   would   
be   ready   to   reapply   ($0.10   if   all   courses   could   be   completed   in   1   
semester,   $0.05   for   2   semesters,   and   $0.01   for   3   semesters)   if   the   rec-
ommendation   they   ofered   led   to   a   successful   reapplication   (i.e.,   no   
bonus   would   be   ofered   for   advice   that   did   not   lead   to   the   applicant   
being   hired   for   the   internship).   

We   manipulated   the   course   schedule   design   such   that   in   some   
instances,   directly   following   the   advice   contained   in   an   explanation   
(i.e.,   choosing   exactly   the   courses   mentioned   in   the   counterfactual   
or   choosing   courses   aligned   with   the   top   2   reason   codes)   would   
allow   a   student   to   reapply   successfully   in   2   semesters.   We   refer   to   
these   as   the   aligned   condition   because   the   algorithm’s   priorities   
aligned   with   the   students’   need   to   reapply   as   quickly   as   possi-
ble.   In   other   instances   —   in   the   misaligned   condition   —   choosing   
the   courses   implied   by   the   explanation   would   require   3   semesters   
of   additional   coursework   before   the   student   could   reapply   while   
a   2-semester   solution   was   possible.   In   Experiment   3   (where   we   
explore   using   multiple   counterfactuals)   we   will   also   introduce   a   
semi-aligned   condition.   

Given   this   overarching   task   structure,   each   of   our   experiments   
employed   a   within-subjects   design   where   conditions   were   born   
of   2   orthogonal   factors:   explanation   type   and   schedule   alignment.   
There   were   2   explanation   types   and   2   or   3   alignment   conditions   per   
experiment,   detailed   in   each   of   the   experiment   sections   that   follow.   

In   each   experiment,   every   task   was   randomly   assigned   a   unique   
student   name,   internship   name,   and   set   of   skill   names.   Each   task   
was   also   randomly   assigned   a   unique   permutation   rearranging   the   
skill   order   on   the   resume   and   schedule.   These   choices   made   the   
resumes   and   associated   tasks   appear   outwardly   diferent,   while   
internally   consistent   and   comparable.   The   order   of   conditions   was   
randomized   at   the   level   of   individual   task   instances   as   well.   

3.1.1   Implementation   Details.   We   generated   a   synthetic   dataset   
to   underlie   our   tasks.   This   synthetic   dataset   was   created   by   ex-
haustively   generating   every   possible   4   feature,   6   ordinal   level   data   
point,   i.e.,   {[0,   0,   0,   0],   [1,   0,   0,   0], . . . ,   [5,   5,   5,   5]}   because   resumes   
had   4   skills,   each   with   a   0–5   star   rating.   Each   resume   mapped   
to   a   data   point   in   this   dataset.   We   created   our   set   of   candidate   
names   from   the   most   popular   baby   names   in   preceding   years,   split   
evenly   across   males   and   females.   We   created   our   set   of   internship   
and   corresponding   skill   names   by   referencing   the   names   of   majors   
and   required   subjects   in   university   course   catalogs.   

Underlying   application   acceptance   was   a   logistic   regression   clas-
sifer   binning   the   resumes   into   accepted   or   denied   groups.   As   our   
resumes   were   synthetic   data   points,   the   weights   of   the   logistic   
regression   classifer   ware   selected   by   pseudo-random   uniform   sam-
pling   without   replacement.   The   pseudo-random   seed   was   selected   
by   grid-searching   for   attributes   that   would   make   the   reapplication   
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Figure   1:   Example   denied   resume.   The   stars   next   to   each   skill   name   indicate   experience   in   that   skill   area.   

Figure   2:   Counterfactual   on   left,   reason   codes   on   right.   

Figure   3:   Schedule   tool   with   reason   codes   reminder.   
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tasks   uniform   in   difculty   across   explanation   conditions.   Specif-
cally,   we   sought   to   maximize   the   number   of   denied   resumes   with:   

(1)   No   maximal   5   star   ratings,   to   avoid   making   resume   improve-
ments   too   easy.   

(2)   A   minimum   of   3   star   increments   needed   to   change   applica-
tion   decision,   fxing   task   difculty   uniformly.   

Ultimately,   the   resulting   logistic   regression   weights   were   [0.8,   0.3,   
0.2,   0.5].   Of   the   denied   resumes,   we   chose   the   four   that   had   the   
fewest   number   of   ways   to   change   the   application   decision   (7   ways).   
We   wanted   denied   data   points   with   the   fewest   ways   to   change   the   
application   decision   in   order   to   avoid   scenarios   where   acceptances   
could   be   achieved   by   making   changes   randomly.   As   discussed   prior,   
we   applied   feature   order   permutations   to   generate   additional   tasks.   
Notice   that   the   regression   model   only   had   access   to   the   features   
captured   by   the   resume   data;   the   temporal   urgency   motivating   the   
students   was   unknown.   The   same   will   hold   for   the   explanation   
conditions   described   in   the   individual   experiment   sections   that   
follow.   

3.2   Procedures   
3.2.1   Recruitment.   Participants   were   recruited   via   Prolifc.   We   tar-
geted   a   US   $12/hour   rate   before   bonuses   resulting   in   base   payments   
of   $4   for   Experiments   1   and   2,   and   $4.50   for   Experiment   3,   based   
on   median   completion   times.   As   described   prior,   we   also   paid   par-
ticipants   a   bonus   for   each   accepted   application   contingent   on   the   
courses   selected   ($0.10   if   all   courses   could   be   completed   in   1   semes-
ter,   $0.05   for   2   semesters,   and   $0.01   for   3   semesters).   

3.2.2   Pre-Tasks.   At   the   onset   of   the   experiment,   each   participant   
was   shown   information   about   the   study,   followed   by   an   informed   
consent   form.   Next   we   asked   participants   to   answer   optional   demo-
graphics   questions.   Then   participants   completed   an   abbreviated   (4-
item)   Need   for   Cognition   questionnaire   (as   previously   used   in   [18]   
and   derived   from   [10]).   

Next,   participants   were   given   detailed   instructions   about   the   task.   
At   the   end   of   these   instructions,   participants   were   asked   a   multiple   
choice   question   about   the   task   objective   (to   apply   both   quickly   and   
successfully).   If   answered   incorrectly,   participants   were   provided   
with   answer   feedback   and   asked   to   select   the   correct   choice   in   order   
to   proceed.   

After   the   instructions,   participants   completed   two   practice   ap-
plication   tasks.   The   practice   tasks   included   one   instance   of   each   
explanation   type,   and   the   most   misaligned   schedule   condition   to   
prime   users   with   the   more   difcult   tasks.   The   practice   task   order   
was   randomized.   Participants   were   prompted   to   try   the   practice   
tasks   again,   up   to   three   times,   if   the   application   was   denied   or   if   they   
selected   courses   that   could   only   be   completed   in   three   semesters.   
After   each   practice   task,   users   were   able   to   see   if   their   fnal   course   
selection   resulted   in   successful   reapplication.   If   the   frst   practice   
task   did   not   result   in   successful   reapplication,   the   3   try   limit   was   
removed   - users   had   to   complete   the   second   task   successfully   before   
being   allowed   to   proceed,   and   were   given   unlimited   tries   to   do   so.   

3.2.3   Tasks.   Then   users   were   shown   3   application   tasks   per   dis-
tinct   explanation/alignment   condition,   in   a   randomized   order,   plus   
two   attention   checks   disguised   as   tasks,   appearing   one   third   and   
two   thirds   of   the   way   into   the   real   tasks.   In   these   attention   check   

tasks,   the   explanation   text   was   replaced   with   instructions   to   skip   
course   selection   for   those   tasks.   This   was   meant   to   detect   partic-
ipants   who   selected   courses   arbitrarily   without   referring   to   the   
content   in   the   explanation   text.   

3.2.4   Post-Tasks.   After   the   last   task,   participants   were   asked   a   
short   form   question   about   how   they   made   their   course   selection   for   
the   fnal   task   (persisted   on   the   screen).   After   completing   this   ques-
tion,   participants   were   informed   of   the   number   of   reapplications   
that   were   successful   and   the   cumulative   bonus   they   earned.   Next,   
participants   were   presented   with   a   denied   resume,   both   explana-
tion   formats,   but   no   schedule,   and   asked   to   select   which   format   of   
hiring   manager   feedback   (explanation)   they   preferred,   followed   by   
a   request   to   provide   a   brief   explanation   for   their   preference.   Finally,   
participants   were   shown   a   form   consisting   of   optional   questions   in-
quiring   whether   they   encountered   technical   difculties   or   cheated   
in   some   way,   and   then   provided   with   a   code   to   enter   into   Prolifc   
to   ensure   payment.   

3.3   Design   &   Analysis   
3.3.1   Qantitative   Methods.   As   previously   mentioned,   each   of   our   
experiments   used   a   within   subject   design   with   2   factors:   explana-
tion   type   and   alignment.   On   an   individual   participant   level,   we   
measured:   average   application   acceptance   for   each   explanation   
condition   and   the   average   semesters   taken   to   achieve   acceptance.   
Given   our   task   design,   the   minimum   possible   number   of   semesters   
was   2   and   the   maximum   possible   was   3.   As   the   participants   were   
aiming   to   select   courses   that   would   allow   a   student   to   reapply   
quickly   and   successfully,   an   average   semesters   of   2   refects   the   best   
outcome   and   an   average   semesters   of   3   refects   the   worst   outcome.   
For   subjective   preferences   between   the   two   explanation   conditions,   
we   report   the   percent   breakdown   of   the   self   reported   preferences.   
For   supplementary   analyses   disaggregating   these   metrics   based   on   
Need   for   Cognition   (NFC),   refer   to   the   appendix.   

None   of   these   metrics   were   normally   distributed.   Thus   we   used   
Wilcoxon   Signed   Rank   tests   to   determine   whether   metric   difer-
ences   were   statistically   signifcant.   We   computed   efect   sizes   as   
�   =   � √   (where   �   is   the   test   statistic   produced   by   the   Wilcoxon   

�   
signed   rank   test   and   �   is   the   number   of   participants   in   the   sam-
ple).   This   is   a   common   approach   for   Wilcoxon   non-parametric   
tests   [17,   45].   The   magnitudes   of   efect   sizes   computed   this   way   are   
typically   interpreted   using   Cohen’s   guidelines   for   � :   .5   is   interpreted   
as   a   large   efect,   .3   a   medium   efect,   and   .1   is   a   small   efect   [13].   As   
lack   of   evidence   for   an   efect   is   not   evidence   for   lack   of   an   efect,   
we   also   compute   95%   bootstrapped   confdence   intervals   on   1000   
bootstrap   samples   for   � .   Then   in   cases   where   we   do   not   detect   an   
efect,   we   are   95%   confdent   that   an   efect   would   fall   within   that   
interval   if   it   does   exist.   

We   removed   participants   from   our   analyses   if   they   failed   an   atten-
tion   check.   In   measuring   average   application   acceptance,   the   num-
ber   of   samples   for   our   statistical   tests   was   equivalent   to   the   number   
of   participants.   In   measuring   average   semesters   for   acceptance,   
some   participants   had   null   values   for   some   explanation/alignment   
conditions   because   they   had   0   applications   accepted   for   those   con-
ditions.   We   used   robust   implementations   of   the   Wilcoxon   tests   that   
dropped   these   samples   and   their   pairs   from   the   analyses.   We   report   
both   the   number   of   participants   in   our   analyses   (�   )   and   the   number   
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of   non   null   pairs   (��   )   powering   Wilcoxon   tests   in   our   results.   The   
participants   for   all   three   experiments   are   summarized   in   Table   1.   

3.3.2   Qalitative   Methods.   Recall   that   post-tasks,   participants   were   
posed   short   answer   questions   inquiring   about   their   course   selec-
tion   approach   and   explanation   preference.   The   responses   to   these   
questions   were   open   coded   by   the   frst   author.   The   goal   of   this   sup-
plementary   analysis   was   to   further   understand   the   reapplication   
strategies   and   explanation   preferences   driving   our   main   quanti-
tative   results.   While   we   conducted   this   analysis   for   all   three   ex-
periments,   we   detail   our   fndings   most   extensively   for   our   frst   
experiment   and   report   on   similarities   and   diferences   from   those   
fndings   in   subsequent   experiments.   

For   the   short   response   question   asking   how   participants   decided   
which   courses   to   select   on   the   last   task,   the   short   response   text   was   
coded   alongside   the   participant’s   actual   course   selection,   supple-
menting   interpretation   of   their   responses   with   observations   of   their   
actual   choices.   Codes   identifed   course   selection   strategies,   for   ex-
ample   followed   counterfactual   recommendation   exactly   or   prioritized   
most   important   skill.   In   our   results,   we   detail   these   strategies   and   
report   on   their   relative   prevalence   across   explanation   conditions.   

For   the   short   response   question   about   which   explanation   par-
ticipants   preferred   and   why,   codes   summarize   explanation   or   task   
attributes   participants’   named   and   how   those   attributes   contributed   
to   their   preference,   for   example   preferred   counterfactual,   more   spe-
cifc   or   preferred   feature   attribution,   visual   representation   better.   In   
our   results   we   convey   the   range   of   reasons   why   participants   pre-
ferred   one   explanation   over   another,   reporting   on   attributes   par-
ticipants   described   and   how   those   attributes   contributed   to   their   
preferences.   

4   Experiment   1:   Counterfactuals   vs.   Reason   
Codes   

In   this   experiment,   we   evaluated   whether   employing   counterfactu-
als   leads   to   better   recourse   outcomes   than   feature-based   explana-
tions.   Feature-based   explanations—explored   in   depth   by   human-AI   
researchers   in   other   areas   of   XAI   but   not   much   in   the   context   of   
algorithmic   recourse—are   a   popular,   alternative   class   of   AI   expla-
nations   to   counterfactuals.   These   explanations   aim   to   indicate   how   
each   feature   in   the   input   data   contributes   to   an   algorithmic   deci-
sion   [12].   As   initially   debated   by   Barocas   et   al.   [2],   the   rationale   
conveyed   by   feature-based   explanations   may   enable   individuals   to   
better   navigate   situations   where   circumstances   unknown   to   the   
decision   algorithm   afect   their   reapplication   strategy.   However,   the   
lack   of   explicit   guidance   they   ofer   could   also   lead   individuals   to   
construct   unsuccessful   reapplication   plans.   With   this   in   mind,   we   
hypothesized:   

H1:   Employing   counterfactual   explanations   would   result   in   
higher   reapplication   acceptance   than   feature-based   explana-
tions.   

H2:   Employing   counterfactual   explanations   would   result   in   
less   optimal   reapplication   plans   compared   to   feature-based   
explanations   when   circumstances   unknown   to   the   decision-
making   and   explanation   generation   algorithms   infuence   the   
reapplication   process.   

4.1   Conditions   
Experiment   1   included   2   factors:   explanation   type   (counterfactuals   
vs.   reason   codes)   and   schedule   alignment   (aligned   or   misaligned)   
for   a   total   of   4   distinct   explanation/alignment   conditions.   

4.1.1   Explanations.   In   all   of   our   experiments   we   operated   under   
the   following   minimal   information   constraint:   explanations   for   
recourse   cannot   reveal   the   complete   decision-making   rule,   which   
would   provide   the   decision-maker   with   the   ability   to   assess   the   
reapplication   success   of   every   possible   course   plan.   Accordingly,   in   
this   experiment   we   instantiated   feature-based   explanations   with   
“reason   codes”,   as   coined   by   Barocas   et   al.   [2],   a   simple   list-based   
explanation   showing   the   features   that   contributed   to   the   outcome   
the   most,   ordered   by   the   magnitude   of   their   impact.   We   chose   
reason   codes   as   our   starting   point   because   we   wanted   to   compare   
counterfactuals   to   a   very   rudimentary   feature-based   explanation,   
containing   a   low   granularity   of   information   in   contrast   with   the   
explicit   prescriptive   content   of   counterfactuals.   Beyond   meeting   
our   minimal   information   constraint,   versions   of   reason   codes   are   
already   widely   employed   by   institutions   in   credit   scoring   [2],   where   
they   sometimes   get   referred   to   as   “principal   reasons”.   

Per   our   task   design,   explanations   were   presented   under   the   guise   
of   hiring   manager   feedback,   either   as   a   counterfactual   (Figure   2   
left)   or   reason   codes   (Figure   2   right).   A   counterfactual   explanation   
showed   one   instance   of   how   the   application   could   be   improved   
for   the   applicant   to   be   hired.   The   reason   codes,   instead,   provided   a   
ranked   list   of   three   skills   that   the   applicant   should   improve   ordered   
by   the   relative   importance   of   those   skills.   We   chose   a   list   length   of   
three   for   representation   brevity.   We   state   at   the   explanation   onset   
that   each   skill   is   important,   so   the   fourth   unlisted   skill   is   understood   
to   be   least   important   implicitly.   

4.1.2   Schedule   Alignment.   We   manipulated   the   course   schedule   
design   to   create   two   conditions   where   students’   urgency   and   expla-
nations’   course   recommendations   were   either   aligned   or   misaligned.   
This   enabled   us   to   evaluate   H2,   that   employing   counterfactual   ex-
planations   may   result   in   worse   user   outcomes   in   the   presence   of   
circumstances   unknown   to   the   decision-making   and   explanation   
generation   algorithms.   Specifcally,   in   the   aligned   condition,   we   
fxed   the   course   schedules   such   that   the   counterfactual   recom-
mendations   could   be   completed   within   2   semesters   and   the   most   
important   skill   in   the   reason   codes   explanations   had   courses   ofered   
both   in   frst   and   second   semesters.   In   the   misaligned   condition,   we   
designed   course   schedules   such   that   the   counterfactual   recommen-
dations   would   take   3   semesters   to   complete   and   the   most   important   
skill   in   the   reason   codes   explanations   was   only   ofered   in   the   sec-
ond   and   third   semesters,   never   the   frst.   Given   our   task   design,   
explained   in   the   preceding   methods   section,   across   both   aligned   
and   misaligned   schedules,   there   were   7   ways   (i.e.,   combinations   
of   courses)   that   would   lead   to   successful   reapplication   within   the   
3   semesters.   The   aligned   schedules   allowed   for   all   7   routes   to   be   
reached   in   2   semesters   whereas   misaligned   only   allowed   for   1   route   
to   be   reached   in   2   semesters.   

4.1.3   Implementation   Details.   As   we   were   interested   in   how   users   
engage   with   the   information   contained   in   counterfactuals   and   rea-
son   codes,   rather   than   specifc   algorithmic   methods   used   to   generate   
them,   we   employed   the   following   strategies   to   construct   accurate   



                 

Experiment   1   Experiment   2   Experiment   3   
Ntot   118   125      130
N   100   100   102   

  Aligned   94 
Nw     Semialigned   NA 

  Misaligned   82 

  94 
  NA 

  93 

  93 
  96 
  79 

Age     18-63,   M=33,   SD=9.9   19-66,   M=35,   SD=11.1   19-71,   M=37,   SD=13.4 
  female:   44   female:   52   female:   51 

Gender     male:   53   male:   42   male:   48 
  non-binary:   2   non-binary:   6   non-binary:   2 

  not   responded:   1 not     responded:   0   not   responded:   1 
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Table   1:   Summary   of   participants.   ����   refers   to   the   number   of   participants   who   completed   the   study,   �   refers   to   the   number   
of   participants   who   passed   both   attention   checks   and   were   included   in   the   analysis,   and   ��   refers   to   the   number   of   non   null   
pairs   in   the   Wilcoxon   tests   comparing   average   semesters   taken   for   accepted   applications.   

explanations.   For   the   counterfactual   explanation   condition,   we   grid-
searched   for   the   nearest   accepted   neighbor   to   the   denied   resume   
in   the   exhaustive   synthetic   resume   dataset.   This   method   mirrors   
recourse   method   growing   spheres   [31]   and   results   in   nearby,   valid,   
on-manifold   counterfactuals,   a   goal   in   many   algorithmic   recourse   
methods   [24,   50].   For   the   reason   codes   explanation,   we   listed   the   
top   three   most   important   features   in   order   based   on   the   logistic   
regression   classifer   weight   magnitudes.   The   feature   order   permu-
tations   were   applied   so   that   explanations   and   tasks   were   internally   
consistent.   

4.2   Results   
4.2.1   Main   Results.   Our   main   results   for   Experiment   1   are   sum-
marized   in   Figure   4.   Contrary   to   H1,   we   observe   comparable   appli-
cation   acceptance   across   both   explanation   conditions.   The   average   
application   acceptance   for   counterfactuals   (M=78.5%)   was   not   signif-
icantly   greater   (�   =   −0.57, �   =   0.57, �   =   −0.06, �    =   [−�� 0.25,   0.00])   
than   the   average   application   acceptance   for   reason   codes   (M=77.2%).   
Disaggregating   further   to   aligned   and   misaligned   conditions   also   
yielded   no   signifcant   diferences   in   average   application   acceptance   
between   counterfactuals   and   reason   codes   (details   not   reported).   

We   see   strong   support   for   H2,   observing   that   counterfactuals   
yield   comparatively   worse   user   outcomes   than   reason   codes   in   
the   misaligned   schedule   condition.   For   misaligned   schedules,   the   
average   semesters   taken   when   participants   were   presented   with   
counterfactuals   (M=2.90)   was   signifcantly   greater   (�   =   −5.51, �   <   
0.0001, �   =   −0.61, � [−��   =   0.71,   −0.47]),   and   thus   less   optimal,   than   
the   average   semesters   taken   for   the   reason   codes   condition   (M=2.47).   
For   the   aligned   schedule   condition,   the   average   semesters   taken   
for   counterfactuals   (M=2.00)   was   slightly   but   signifcantly   lower   
(�   =   −3.69, �   =   0.0002, �   =   −0.38, � [− − ]��   =   0.46,   0.29 ),   and   thus   
more   optimal,   than   the   average   semesters   taken   for   reason   codes   
(M=2.08).   

4.2.2   Course   Selection   Approaches.   Recall   that   after   the   last   task   
we   asked   participants   to   fll   in   a   short   response   indicating   how   they   
made   their   course   selection   for   that   task.   Given   our   randomization   
of   task   order,   we   collected   roughly   equal   amounts   of   responses   for   
each   explanation/alignment   condition.   

Figure   4:   Experiment   1   results.   Average   application   accep-
tance   (top),   average   semesters   taken   to   achieve   acceptance   
(bottom).   Error   bars   refect   95%   bootstrapped   confdence   in-
tervals   on   1000   bootstrap   samples.   

By   analyzing   their   responses   and   their   corresponding   course   
selection,   we   observe   that   the   vast   majority   of   participants   closely   
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followed   the   counterfactuals’   course   recommendations.   The   mi-
nority   of   participants   who   did   not   closely   follow   counterfactual   
recommendations   prioritized   time.   Some   partially   followed   the   
counterfactual   explanations,   and   compensated   by   taking   additional   
classes   based   on   the   applicant’s   original   skill   profle   making   state-
ments   like   “I   didn’t   want   her   to   have   to   wait   all   the   way   until   the   
end   of   Summer   so   I   thought   that   having   a   higher   rating   in   Ge-
ometry   would   accommodate   for   the   lower   rating   in   Stats.”   Others   
compensated   by   interpreting   the   magnitude   of   counterfactual   skill   
improvements   as   skill   importance,   and   selecting   courses   based   on   
this   perceived   skill   importance,   for   example   saying   “I   think   Crimi-
nal   Law   needs   at   least   something,   but   I   didn’t   want   to   wait   until   the   
third   semester   because   she   would   lose   her   apartment.   I   tied   [sic]   
to   give   Criminal   Law   as   much   as   I   could   and   allocated   the   remain-
ing   points   to   International   Law   and   Civil   Procedure   since   she   was   
already   strong   and   they   requested   4   starts   in   Civil   Procedure.”   

The   majority   of   responses   about   reason   codes   indicated   selecting   
the   most   important   skill,   using   a   plurality   of   their   course   credit   
limit   in   the   aligned   condition.   In   these   aligned   tasks,   most   partic-
ipants   treated   the   second   and   third   important   skills   equivalently,   
prioritizing   the   second   important   feature   over   the   third   only   in   a   
minority   of   cases.   In   the   misaligned   condition,   some   participants   
continued   to   max   out   the   most   important   skill,   for   example   stating   
“I   wanted   to   make   sure   she   had   all   the   classes   she   needed   with   the   
highest   star   rating   to   make   sure   she   got   the   internship.   I   wasn’t   
focused   on   how   fast   she   could   fnish,   but   just   if   she   could   pass   the   
internship   requirements   or   not.”   This   approach   was   largely   out-
weighed   by   participants   preferring   to   prioritize   time,   picking   the   
top   three   skills   and   maximizing   the   second   most   important   to   do   
so.   In   these   scenarios,   participants   would   share   explanations   like   “I   
decided   to   choose   the   electives   that   were   happening   as   soon   as   they   
were   available   based   on   James   most   important   ones.   Time   here   was   
more   important   than   the   elective   that’s   why   I   didn’t   choose   sum-
mer   courses   for   human   computer   interaction   [most   important]   and   
opted   to   go   with   spring   systems   [second   most   important]   instead.”   
In   other   cases,   participants   would   mention   prioritizing   time,   and   
follow   the   ranking   less   closely   after   selecting   the   top   skill.   Some   
would   then   pick   one   course   from   each   skill,   making   statements   
like   “I   had   to   balance   out   the   requirements   for   the   internship   while   
accounting   for   getting   her   the   internship   as   quickly   as   possible.   so   I   
gave   her,   her   international   law   skill   [most   important]   while   bufng   
her   already   established   skills   in   hopes   of   her   getting   accepted.”   Oth-
ers   would   pick   additional   courses   based   on   the   applicant’s   original   
skill   profle,   sharing   comments   like   “Algebra   was   most   important   so   
it   needed   another   credit.   Since   that   already   would   be   taken   Spring   
24   I   decided   to   add   on   the   next   important   that   had   zero   stars   which   
was   calculus.”   Overall,   the   temporal   dimension   of   the   task   was   
mentioned   more   in   comments   pertaining   to   reason   codes.   

4.2.3   Self-Reported   Preferences.   In   Experiment   1,   74%   of   partici-
pants   reported   preferring   counterfactuals,   while   26%   reported   pre-
ferring   reason   codes.   This   diference   was   statistically   signifcant   
(Z=-4.80,   p<0.0001,   r=-3.39).   

Analyzing   the   short   responses   explaining   preference   selection   
yielded   insights   into   this   phenomenon.   Participants   who   preferred   
counterfactuals   praised   their   specifcity   and   appreciated   seeing   ex-
plicit   numbers.   They   perceived   counterfactuals   as   containing   more   

information   and   conveying   clearer   expectations,   thereby   making   
course   selection   easier.   To   this   end,   participants   commented   “This   
format   seems   to   me   to   provide   a   bit   more   information   on   what’s   
required.   It   seems   to   be   more   specifc,”   and   “Knowing   exactly   and   
specifcally,   where   the   student   could   improve   makes   it   so   much   
easier   to   assign   the   classes   knowing   what   they   needed   exactly.”   

Participants   who   preferred   reason   codes   held   diferent   perspec-
tives.   Some   found   counterfactuals   “to   be   more   misleading,”   also   
commenting   “[Counterfactuals]   only   shows   an   example   of   a   suc-
cessful   application,   leaving   room   for   belief   that   there   are   other   
paths   that   could   lead   to   acceptance   as   well.   [Reason   Codes]   is   more   
general,   but   still   specifes   which   skills   are   the   most   important.”   
Compared   to   those   who   preferred   counterfactuals,   participants   
who   preferred   reason   codes   indicated   more   concern   for   timing   in   
their   responses,   stating   “While   it   is   not   as   precise   as   a   star   rating   
system   [counterfactual   condition],   which   gives   a   bit   more   exact   of   
a   weight   than   a   ranking   to   each   metric,   it   is   also   harder   to   fulfll   
course   oferings   that   are   not   provided   in   a   timely   manner   based   on   
a   weight   system—if   is   [sic]   easier   to   chose   the   next   ranked   class   
rather   than   choosing   between   two   equally   weighted   metrics,   or   
between   two   metrics   that   are   weighted   diferently,   but   also   ofered   
in   the   course   timeline   diferently.”   Relatedly,   participants   felt   that   
reason   codes   gave   them   more   autonomy   in   course   selection,   com-
menting   “[Reason   codes]   feels   more   like   advice,   and   it   reads   like   I   
have   more   of   a   choice   to   how   to   pick   my   answer.”   

5   Experiment   2:   Feature   Attributions   vs   Reason   
Codes   

In   Experiment   1,   we   found   that   reason   codes   resulted   in   course   
selections   that   better   aligned   with   applicants’   schedules   (in   the   
misaligned   conditions)   while   resulting   in   similar   overall   acceptance   
rates   compared   to   the   counterfactual   explanations.   We   designed   
Experiment   2   to   see   if   we   could   improve   on   reason   codes   with   more   
informative   feature-based   explanations—feature   attributions.   Fea-
ture   attribution   explanations   are   a   popular   class   of   feature-based   ex-
planations   that   encompass   methods   like   LIME,   SHAP,   and   saliency   
maps   [35,   40,   42].   Like   the   reason   codes   condition,   feature   attri-
bution   explanations   indicate   the   order   of   feature   importance   for   
a   decision.   Additionally,   beyond   just   rank,   they   typically   convey   
how   much   more   important   each   feature   is   relative   to   others.   Given   
this   additional   information,   feature   attributions   may   help   users   
better   determine   alternate   paths   to   reapplication   success   when   
circumstances   unknown   to   the   decision-making   and   explanation   
generating   algorithms   afect   reapplication.   In   order   to   meet   our   
information   constraint,   recall   that   feature   attribution   methods   for   
recourse   cannot   reveal   the   decision-making   rule.   This   could   be   
feasible   by   employing   decision-boundary   approximations   (as   in   
LIME,   SHAP),   local   instead   of   global   explanations,   or   withholding   
information.   

5.1   Conditions   
Experiment   2   included   2   factors:   explanation   type   (feature   attri-
butions   vs.   reason   codes)   and   schedule   alignment   (aligned   or   mis-
aligned)   for   a   total   of   4   distinct   explanation/alignment   conditions.   
Reason   codes   explanation   and   schedule   alignment   conditions   were   
identical   to   those   in   Experiment   1.   
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Figure   5:   Feature   attributions   

5.1.1   Feature   Atribution   Instantiation.   Mirroring   representations   
of   popular   feature   attribution   methods   like   LIME   [40]   and   SHAP   [35],   
our   feature   attribution   explanations   represented   each   feature’s   con-
tribution   via   bar   graph   (Figure   5).   The   length   of   each   bar   corre-
sponds   to   the   logistic   regression   weight   for   that   feature,   or   skill   area.   
Thus   more   important   skills   have   longer   bars   and   the   relative   im-
portance   of   skills   can   be   deduced   by   comparing   bar   lengths.   While   
our   instantiation   of   feature   attributions   did   not   involve   an   approxi-
mation   of   the   decision   boundary,   we   did   withhold   information.   We   
did   not   display   the   numerical   logistic   regression   weight   associated   
with   each   bar,   nor   conveyed   that   logistic   regression   is   underlying   
the   decision-making,   preventing   participants   from   recreating   the   
decision-making   rule.   Thus,   this   design   met   our   minimal   informa-
tion   constraint.   

5.2   Results   
5.2.1   Main   Results.   Our   main   results   for   Experiment   2   are   sum-
marized   in   Figure   6.   Feature   attributions   did   not   improve   on   reason   
code   outcomes.   The   average   application   acceptance   for   feature   at-
tributions   (M=81.0%)   was   not   signifcantly   diferent   (�   =   −1.30, �   =   
0.19, �   =   −0.13, �   =   [−0.31,   0.00])   from   the   average   application   ac-
ceptance   for   reason   codes   (M=79.2%).   Disaggregating   further   to   
aligned   and   misaligned   conditions   also   yielded   no   signifcant   dif-
ferences   between   average   application   acceptance   rates   (details   not   
reported).   

For   misaligned   schedules,   the   average   semesters   taken   for   feature   
attributions   (M=2.62)   was   signifcantly   greater   (�   =   −2.56, �   =   
0.01, �   =   −0.27, ���   =   [−0.44,   −0.07]),   and   thus   less   optimal,   than   
the   average   semesters   taken   for   the   reason   codes   condition   (M=2.52).   
For   the   aligned   schedule   condition,   the   average   semesters   taken   
for   feature   attributions   (M=2.09)   was   not   signifcantly   diferent   
(�   =   −0.73, �   =   0.47, �   =   −0.08, ���   =   [−0.27,   0.00])   from   the   
average   semesters   taken   for   reason   codes   (M=2.06).   

5.2.2   Course   Selection   Approaches.   In   Experiment   2,   participant   ex-
planations   of   course   selection   for   both   explanation   reason   codes   and   

Figure   6:   Experiment   2   results.   Average   application   accep-
tance   (top),   average   semesters   taken   to   achieve   acceptance   
(bottom).   Error   bars   refect   95%   bootstrapped   confdence   in-
tervals   on   1000   bootstrap   samples.   

feature   attributions,   were   consistent   with   reason   codes   comments   
in   Experiment   1,   primarily   describing   attempts   to   select   the   top   
skill   and   select   courses   within   two   semesters.   While   the   strategies   
described   were   similar   across   explanation   types,   the   distribution   
of   strategies   appeared   diferent.   In   Experiment   2,   participants   re-
ported   prioritizing   the   top   features   more   in   feature   attributions   
tasks   compared   to   reason   codes   tasks.   This   seemed   to   be   motivated   
by   the   relative   skill   importance   conveyed   in   the   feature   attributions   
conditions,   as   participants   made   comments   like   “Astronomy   [top   
skill]   is   almost   double   the   importance   of   the   others   so   I   took   2.”   

5.2.3   Self-Reported   Preferences.   In   Experiment   2,   76%   of   partic-
ipants   reported   preferring   feature   attributions   and   24%   reported   
preferring   reason   codes.   The   average   feature   attributions   preference   
rank   was   signifcantly   higher   than   average   reason   codes   preference   
rank   (Z=-5.2,   p<0.0001,   r=-3.68).   

Participants   that   preferred   feature   attributions   explained   that   
visual   representations   were   easier   to   interpret,   sharing   “I   like   the   
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look   of   graphs.   It’s   very   quick   and   easy   to   pick   up   on   the   infor-
mation   needed   which   makes   the   task   quicker   and   more   efcient.”   
Participants   also   often   commented   that   the   feature   attributions   
helped   them   make   more   informed   decisions   through   conveying   the   
relative   importance   of   skills,   for   example   remarking   “The   bars   are   
useful   because   they   they   say   more   about   just   how   much   more   or   
less   important   the   priorities   are.   Knowing   that   calculus   was   twice   
as   important   as   stats,   I   probably   would’ve   asked   Henry   to   fnish   
the   calc   series   instead   of   introducing   stats.”   

Participants   who   preferred   the   reason   code   explanations   liked   
their   concise   list   representation,   making   statements   like   “I   prefer   to   
have   ordered   lists.   They   help   me   stay   organized   and   focused.”   Some   
of   these   participants   found   the   feature   attribution   visualizations   
confusing   or   misleading,   commenting   “The   relative   rankings   on   
the   right   [feature   attributions]   are   more   confusing   than   the   left   
[reason   codes]   and   also   harder   to   remember”   and   “[reason   codes]   is   
a   more   useful   format   because   it   shows   a   ranking   without   it   having   
such   drastically   diferent   lengths   in   value   that   it   may   skew   decision   
making.   For   example   in   the   [feature   attributions]   format,   robotics   
is   so   much   farther   ahead   that   it   might   make   you   think   you   NEED   
to   take   summer   2024   classes   just   to   appease   it   if   they   otherwise   did   
not   have   experience   in   robotics,   but   that   risk   is   not   worth   overall   
eviction.”   

Some   participants   found   both   explanation   formats   comparable,   
commenting   “To   be   honest,   both   worked   almost   equally.   One   is   
easier   to   read   instantly   (a)   [reason   codes],   while   the   other   has   a   
visual   [feature   attributions].”   

6   Experiment   3:   Reason   Codes   vs   Multiple   
Counterfactuals   

In   Experiment   1,   we   found   that   reason   codes   yielded   comparable   
or   better   recourse   outcomes   compared   to   counterfactuals.   In   Ex-
periment   2,   we   tried   to   improve   on   reason   codes   outcomes   with   
feature   attributions   to   no   avail.   We   designed   Experiment   3   with   
the   same   objective,   to   see   if   we   could   improve   on   reason   codes   
with   a   more   informative   counterfactual   option.   In   light   of   research   
advocating   for   the   use   of   multiple   counterfactuals   being   presented   
for   algorithmic   recourse   [37,   54],   we   choose   to   compare   reason   
codes   to   a   multiple   counterfactuals   explanation.   Multiple   counter-
factuals   convey   fundamentally   more   information   than   a   singe   coun-
terfactual,   which   could   help   users   better   understand   the   landscape   
of   reapplication   acceptances   and   better   navigate   scenarios   when   
circumstances   unknown   to   the   decision-making   and   explanation   
generating   algorithms   afect   reapplication.   As   detailed   in   related   
work,   sufciently   large   sets   of   counterfactuals   can   be   employed   to   
recreate   the   decision-making   rule.   To   meet   our   information   con-
straint,   we   instantiate   multiple   counterfactuals   minimally,   with   two   
counterfactuals.   

6.1   Conditions   
Experiment   3   included   2   factors:   explanation   type   (multiple   coun-
terfactuals   vs.   reason   codes)   and   schedule   alignment   (aligned,   semi-
aligned,   misaligned)   for   a   total   of   6   distinct   explanation/alignment   
conditions.   Reason   codes   were   identical   to   those   in   Experiments   1   
and   2.   

Figure   7:   Multiple   counterfactuals   

6.1.1   Multiple   Counterfactuals   Instantiation.   We   showed   two   coun-
terfactuals   side   by   side   for   the   multiple   counterfactual   condition   
(Figure   7).   For   each   task,   one   counterfactual   was   the   same   used   in   
Experiment   1,   and   the   second   was   selected   a   priori   from   the   remain-
ing   6   successful   solution   options.   The   second   counterfactual   was   
selected   to   accommodate   the   new   schedule   alignment   conditions   
detailed   below.   The   display   order   of   the   two   counterfactuals   was   
randomized.   

6.1.2   Schedule   Alignment.   We   adapted   our   schedule   alignment   con-
ditions   as   follows.   The   aligned   and   misaligned   conditions   closely   
paralleled   those   employed   in   Experiments   1   and   2.   For   the   aligned   
condition,   we   designed   our   course   schedules   such   that   either   coun-
terfactual   recommendations   could   be   completed   within   two   semesters   
and   the   top   two   reason   code   skills   were   ofered   in   the   frst   and   
second   semesters.   For   the   misaligned   condition,   we   designed   our   
course   schedules   such   that   either   counterfactual   recommendations   
could   only   be   completed   in   3   semesters   and   the   most   important   
reason   code   skill   was   only   ofered   in   the   second   and   third   semesters,   
never   the   frst.   Additionally,   we   added   a   third   semialigned   condi-
tion,   where   one   of   the   counterfactual   recommendations   could   be   
completed   in   2   semesters   and   the   other   could   only   be   completed   
in   3.   Also   in   the   semialigned   condition,   the   most   important   reason   
code   skill   was   ofered   in   the   frst   2   semesters   but   the   second   most   
important   was   only   ofered   once   in   the   last   semester.   These   con-
ditions   enabled   us   to   vary   the   impact   of   schedule   alignment   more   
systematically   for   this   new   experiment.   

6.2   Results   
6.2.1   Main   Results.                        Our main results for Experiment 3 are sum-
marized   in   Figure   8.   Multiple   counterfactuals   partially   improved   
on   reason   code   outcomes.   The   average   application   acceptance   
for   multiple   counterfactuals   (M=88.1%)   was   signifcantly   greater   
(�   =   −5.17, �   <   0.0001, �   =   −0.51, �    =   [−0.65,   −�� 0.36])   than   the   av-
erage   application   acceptance   for   reason   codes   (M=72.3%).   This   trend   
persisted   even   when   disaggregating   further   to   aligned,   semialigned,   
and   misaligned   conditions,   detailed   in   the   Appendix.   

For   misaligned   schedules,   the   average   semesters   taken   for   multi-
ple   counterfactuals   (M=2.95)   was   signifcantly   greater   (�   =   −6.67, �   <   
0.0001, �   =   −0.75, � [− −��   =   0.82,   0.68]),   and   thus   less   optimal,   than   
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the   average   semesters   taken   for   the   reason   codes   condition   (M=2.36).   
For   the   semialigned   schedule   condition,   the   average   semesters   
taken   for   multiple   counterfactuals   (M=2.13)   was   signifcantly   less   
(�   =   −4.37, �   <   0.0001, �   =   −0.44, �    =   [−0.57,   −0.30]�� ),   and   thus   
more   optimal,   than   the   average   semesters   taken   for   reason   codes   
(M=2.34).   For   the   aligned   schedule   condition,   the   average   semesters   
taken   for   multiple   counterfactuals   (M=2.00)   was   not   signifcantly   
diferent   (�   =   −1.0, �   =   0.32, �   =   −0.10, ���   =   [−0.21,   0.00])   from   
than   the   average   semesters   taken   for   reason   codes   (M=2.01).   

Figure   8:   Experiment   3   results.   Average   application   accep-
tance   (top),   average   semesters   taken   to   achieve   acceptance   
(bottom).   Error   bars   refect   95%   bootstrapped   confdence   in-
tervals   on   1000   bootstrap   samples.   

6.2.2   Course   Selection   Approaches.   The   strategies   described   for   
multiple   counterfactuals   were   similar   to   those   described   for   coun-
terfactuals   in   Experiment   1.   In   the   semi-aligned   condition,   specifc   
to   Experiment   3,   participants   preferred   to   follow   the   counterfactual   
recommendations   that   could   be   completed   within   2   semesters,   mak-
ing   statements   like   “I   looked   at   the   two   paths   recommended   by   the   
hiring   manager   and   especially   prioritized   getting   him   graduated   
before   the   end   of   spring   2024.   He   may   be   evicted,   so   getting   him   
graduated   earlier   was   better.”   In   the   misaligned   condition,   some   

participants   indicated   feeling   no   choice   but   to   follow   one   of   the   
multiple   counterfactual   recommendations,   making   comments   like   
“I   chose   based   on   the   fact   that   no   matter   what   Harper   would   be   
risking   coming   close   to   being   evicted   due   to   calculus   not   being   
available   in   the   fall   semester.”   Across   the   alignment   conditions,   
there   was   some   evidence   of   participants   trying   to   interpolate   in-
formation   about   application   acceptance   by   cross-referencing   both   
counterfactuals.   For   example,   one   participant   explained   “I   wanted   
at   least   one   point   in   microeconomics   since   it   may   be   important   but   
not   too   much.   I   then   put   the   leftover   points   in   econometrics   and   
statistics   because   they   were   rated   overall   more   important   by   the   
managers.”   

Understandably,   in   Experiment   3,   the   course   selection   strate-
gies   described   for   reason   codes   were   also   consistent   with   those   
reported   in   Experiments   1   and   2.   In   the   semi-aligned   condition,   par-
ticipants   overwhelmingly   prioritized   course   selections   that   could   
be   complete   within   two   semesters,   deliberately   choosing   to   skip   
over   the   second   most   important   skill   ofered   later   in   the   schedule,   
with   participants   sharing   explanations   like   “I   didn’t   want   her   to   
take   a   course   too   late   so   I   decided   to   skip   that   one   [second   most   
important   skill]   and   instead   delegate   her   credits   to   the   next   2   most   
important   courses.”   

6.2.3   Self-Reported   Preferences.   In   Experiment   3,   75%   of   partici-
pants   reported   preferring   multiple   counterfactuals   and   25%   reported   
preferring   reason   codes.   The   average   multiple   counterfactuals   pref-
erence   rank   was   signifcantly   higher   than   average   reason   codes   
preference   rank   (Z=-4.95,   p<0.0001,   r=-3.5).   

The   short   responses   explaining   these   preferences   were   consis-
tent   with   those   in   Experiment   1.   Like   those   who   preferred   coun-
terfactuals   in   Experiment   1,   participants   who   preferred   multiple   
counterfactuals   in   Experiment   3   praised   their   specifcity,   perceived   
them   as   containing   more   information   or   guidelines   for   application   
acceptance,   and   found   they   made   course   selection   easier.   Likewise,   
those   who   preferred   reason   codes   shared   the   rationale   of   their   
counterparts   in   Experiment   1,   fnding   reason   codes   more   fexible   
or   amenable   to   timely   acceptance,   and   multiple   counterfactuals   
confusing   or   misleading.   

7   Discussion   
We   interpret   our   results   with   the   following   focal   points   in   mind.   We   
designed   our   experiments   such   that   the   metric   of   average   semesters   
for   acceptance   more   accurately   refected   an   applicant’s   holistic   de-
sired   outcome   compared   to   the   less   granular   application   acceptance   
metric.   Given   that   algorithmic   recourse   methods   are   envisioned   for   
use   in   high   stakes   applications,   and   given   the   near   impossibility   
of   algorithms   knowing   all   circumstances   relevant   to   individuals’   
decision   making   processes   in   said   settings,   the   misaligned   schedule   
condition   likely   refects   a   more   realistic   scenario   than   the   aligned   
schedule   condition.   Accordingly,   in   interpreting   our   results,   we   
center   average   semesters   for   acceptance   results   in   the   misaligned   
schedule   conditions.   As   we   detail   below,   reason   codes,   not   any   
of   the   counterfactual   based   explanation   conditions,   consistently   
performed   the   best   at   this   metric,   and   were   even   comparable   to   
counterfactuals   on   the   less   granular   application   acceptance   metric,   
forming   a   systematic   pattern   of   counterfactual   underperformance   
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that   calls   for   a   serious   re-imagination   of   explanation   paradigms   for   
algorithmic   recourse.   

In   our   primary   experiment,   Experiment   1,   we   found   no   evidence   
for   H1   —   compared   to   reason   codes   (a   simple   feature-based   explana-
tion),   counterfactuals   did   not   ofer   advantages   in   terms   of   the   rate   
of   reapplication   acceptance.   We   speculate   that   H1   was   unsupported   
because   participants   were   capable   of   efectively   interpreting   the   
reason   codes;   participants’   short   responses   about   their   use   of   reason   
codes   indicated   that   most   participants   tried   to   select   coursework   
in   the   most   important   skill   area   and   turned   to   the   next   important   
skill   areas   when   selecting   the   most   important   skill   conficted   with   
applicants’   urgency.   We   did,   however,   observe   support   for   H2,   fnd-
ing   that   counterfactuals   were   signifcantly   more   prone   to   worse   
outcomes,   as   measured   by   average   semesters   for   acceptance,   when   
circumstances   unknown   to   the   decision-making   and   explanation   
algorithms   had   a   high   impact   on   the   reapplication   process,   simu-
lated   by   our   misaligned   schedule   condition.   Shedding   light   on   this   
outcome,   we   observed   that   students’   urgency   in   reapplication   was   
emphasized   more   in   short   responses   pertaining   to   reason   codes   
than   counterfactuals   and   considering   this   dimension   was   critical   to   
achieving   optimal   outcomes   in   the   misaligned   schedule   condition.   

Both   the   quantitative   result   supporting   H2,   and   participants’   
short   responses   clarifying   this   outcome,   align   with   Celar   and   Byrne’s   
work   demonstrating   that   psychological   theories   of   counterfactuals’   
goal-directed   benefts   hold   in   the   broader   XAI   domain   [11],   fxating   
focus   on   what   the   explanation   was   designed   for   (reapplication   suc-
cess),   and   with   Barocas   et   al.’s   theorizing   that   counterfactuals   and   
feature   based   explanations   have   diferent   advantages   [2].   Given   
Barocas   et   al.’s   theorizing   [2]   and   Wang   et   al.’s   fndings   indicating   
that   feature-based   explanations   promote   model   understanding   [52],   
we   can   also   read   this   result   as   a   confrmation   of   perspectives   against   
prescriptive   AI-assistive   decision   support   if   we   link   model   under-
standing   to   more   comprehensive   human   reasoning.   The   explana-
tion   that   was   less   prescriptive   and   informative   with   respect   to   
reapplication   success   but   promoted   more   comprehensive   human   
reasoning   (reason   codes)   better   supported   applicants   than   the   ex-
planation   that   was   more   prescriptive   and   informative   with   respect   
to   reapplication   success   but   promoted   less   comprehensive   human   
reasoning   (counterfactuals).   Interpreted   in   terms   of   over-reliance,   
our   fndings   suggest   that   individuals   over-rely   on   counterfactual   
explanation   recommendations   in   the   misaligned   condition.   This   is   
in   stark   contrast   to   Lee   and   Chew’s   [32]   fnding   that   counterfactual   
explanations   reduce   over-reliance   relative   to   feature-based   expla-
nations   in   clinical   decision-making,   likely   due   to   the   meaningful   
problem   setting   diferences   that   distinguish   algorithmic   recourse.   

Outside   of   negative   results,   in   Experiment   1,   the   frst   redeem-
ing   fnding   for   counterfactuals   was   that   there   was   some   evidence   
(medium   efect   size)   that   when   circumstances   unknown   the   decision-
making   and   explanation   algorithms   have   a   low   impact   on   the   reap-
plication   process,   as   simulated   by   our   aligned   schedule   condition,   
counterfactuals   lead   to   better   outcomes   than   reason   codes,   as   mea-
sured   by   semesters   for   acceptance.   Unfortunately,   this   can   rarely   
be   guaranteed   in   real-world   settings,   and   given   the   negative   objec-
tive   outcomes   (large   efect   size)   associated   with   misalignment,   the   
drawbacks   of   counterfactuals   appear   more   impactful.   The   second   
redeeming   fnding   for   counterfactuals   was   that   they   were   signif-
icantly   preferred   over   reason   codes   by   participants.   While   this   

doesn’t   mitigate   their   negative   objective   outcomes,   the   contrast   
between   the   objective   and   subjective   fndings   is   consistent   with   re-
sults   discussed   in   related   work   comparing   counterfactuals   to   other   
explanation   formats.   We   speculate   that   this   could   be   because   reason   
codes   require   more   cognitive   steps   to   act   on   and   individuals   often   
dislike   cognitively   efortful   interventions   in   AI-assisted   settings   [6].   

While   people   supported   by   reason   codes   performed   as   well   or   
better   than   when   they   were   supported   by   counterfactuals   in   Exper-
iment   1,   there   was   still   room   for   improvement—average   application   
acceptance   for   reason   codes   in   the   misaligned   condition   was   M=77%   
and   the   average   semesters   taken   to   achieve   acceptance   was   M=2.47   
(with   the   best   possible   being   2,   and   the   worst   possible   3).   This   
motivated   us   to   search   for   ways   to   improve   on   reason   codes.   To   
this   end,   Experiment   2   employing   feature   attributions   was   unsuc-
cessful:   Compared   to   reason   codes,   feature   attributions   resulted   
in   comparable   application   acceptance   (no   signifcant   diference)   
and   signifcantly   worse   or   comparable   outcomes   as   measured   by   
semesters   for   acceptance   in   the   misaligned   and   aligned   conditions   
respectively.   As   captured   in   participants’   short   responses,   these   
results   are   likely   because   course   selection   approaches   across   both   
explanation   conditions   were   comparable,   with   the   relative   skill   im-
portance   conveyed   by   feature   attributions   occasionally   infuencing   
participants   to   prioritize   the   top   features   more,   which   would   result   
in   poor   outcomes   in   the   misaligned   schedule   condition.   This   result   
also   lends   weight   to   arguments   for   aligning   AI   decision   support   
with   human   cognition   [7,   19],   as   the   more   informative   but   mislead-
ing   feature   attributions   under-performed   relative   to   reason   codes,   
which   were   less   informative   but   promoted   more   comprehensive   
human   reasoning.   Similar   to   Experiment   1,   subjective   measures   
contradicted   objective   measures,   with   participants   signifcantly   pre-
ferring   feature   attributions   over   reason   codes,   with   short   responses   
indicating   that   this   trend   arose   from   visual   information   represen-
tation   preferences   and   appreciation   for   the   relative   importance   
information   conveyed   in   feature   attributions,   despite   acknowledge-
ments   that   they   likely   made   similar   decisions   when   shown   either   
explanation.   

In   Experiment   3   we   made   a   fnal   attempt   to   improve   on   reason   
codes   by   comparing   them   to   multiple   counterfactuals.   This   time   we   
observed   a   signifcant   improvement   in   application   acceptance,   with   
multiple   counterfactuals   outperforming   reason   codes,   M=88.1%   to   
M=72.3%,   and   the   signifcance   of   this   trend   persisted   even   when   dis-
aggregating   by   schedule   alignment.   On   the   fip   side,   consistent   with   
Experiment   1   fndings,   the   multiple   counterfactual   condition   led   to   
signifcantly   worse   outcomes,   as   measured   by   average   semesters   for   
acceptance,   when   circumstances   unknown   to   the   decision-making   
and   explanation   algorithms   had   a   high   impact   on   the   reapplica-
tion   process.   On   a   more   positive   but   less   impactful   note,   multiple   
counterfactual   condition   led   to   signifcantly   better   outcomes,   as   
measured   by   average   semesters   for   acceptance,   semi-aligned   condi-
tion.   These   trends   could   be   attributed   to   short   responses   indicating   
that   participants   overwhelmingly   followed   the   course   recommenda-
tions   of   one   of   the   multiple   counterfactuals,   even   in   the   misaligned   
condition,   where   they   felt   like   they   had   no   choice   not   to,   despite   
applicants’   competing   need   for   urgency.   Like   in   Experiment   1,   and   
likely   for   similar   reasons,   subjective   measures   conficted   with   objec-
tive   outcomes,   with   participants   signifcantly   preferring   multiple   
counterfactuals   to   reason   codes.   
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7.1   Generalizability   &   Limitations   
Despite   taking   care   to   evaluate   on   an   actual   decision-making   task   
(reapplication)   in   lieu   of   proxy   tasks   or   subjective   measures   (e.g.,   
knowledge   comprehension,   self-reported   preferences)   that   may   
lead   to   misleading   results   [5],   our   work   is   still   prone   to   the   limita-
tions   of   crowd-sourced   empirical   HCI   work   situated   in   the   West.   
We   employ   a   synthetic   dataset,   simple   logistic   regression,   and   our   
users   are   not   the   individuals   actually   facing   application   denials.   
It’s   not   obvious   how   our   fndings   would   be   afected   by   varying   
task   characteristics   like   data   complexity   and   explanation   accuracy.   
Accordingly,   signifcant   positive   results   may   not   generalize   to   spe-
cifc   domains,   geographies,   or   complex,   deeply   personal,   real   world   
decision-making.   

However,   our   calls   to   re-examine   counterfactual   use   rest   on   sig-
nifcant   negative   results.   While   signifcant   positive   results   may   not   
generalize,   signifcant   negative   results   serve   as   a   compelling   exis-
tence   proof   of   how   counterfactual   explanations   may   fail   in   recourse   
settings.   This   is   because   real   world   scenarios   would   amplify   the   
complexities   that   make   our   relatively   simple   and   streamlined   task   
challenging,   namely   the   number   and   impact   of   features   unknown   
to   the   algorithm   afecting   decision-making.   

8   Conclusion   &   Future   Work   
Our   fndings   lead   us   to   make   three   main   recommendations   for   al-
gorithmic   recourse   explanation   development.   First,   we   urge   that   
new   recourse   explanation   approaches   are   evaluated   on   reapplica-
tion   tasks   with   conditions   where   there   are   features   unknown   to   
the   algorithm   that   afect   decision   making,   in   order   to   efectively   
understand   the   utility   of   the   explanation.   Explanations   need   to   be   
useful   across   these   circumstances   to   ensure   successful   recourse   
outcomes   in   real-world   deployments   and   future   work   can   lever-
age   our   task   design   as   a   starting   point.   Second,   we   urge   against   
exclusively   confning   recourse   explanation   development   to   counter-
factuals   and   instead   encourage   innovating   new   explanation   modal-
ities.   Given   concurrence   between   our   fndings   and   perspectives   in   
AI-assisted   decision   support   arguing   against   providing   more   but   
perhaps   misleading   information   in   lieu   of   promoting   more   com-
prehensive   human   reasoning,   designers   should   be   mindful   of   the   
pitfalls   of   explanation   prescriptiveness   when   exploring   new   expla-
nation   modalities.   Given   the   relative   success   of   reason   codes,   in-
teractive   feature-based   explanations   should   also   not   be   discounted.   
Third   and   fnally,   we   recommend   that   when   exploring   new   recourse   
explanation   methods   within   the   counterfactual   paradigm,   to   focus   
on   multiple   counterfactual   solutions.   Based   on   our   partially   positive   
multiple   counterfactual   results   in   Experiment   3,   more   advanced,   in-
teractive   multiple   counterfactual   methods   like   GAM   Coach   [54]   are   
promising   candidates   for   such   evaluation,   but   may   need   to   grapple   
with   institutional   information   constraints   more   explicitly.   

Orthogonally,   our   fndings   also   suggest   a   limit   to   the   utility   
of   explanations   in   assisting   individuals   in   reversing   adverse   out-
comes,   indicating   that   it   may   be   productive   for   future   research   
(and   for   policy-making)   to   consider   more   expansive   conceptions   of   
the   algorithmic   recourse   problem,   including   challenging   its   other   
underlying   assumptions   and   shifting   attention   towards   algorith-
mic   contestation.   While   reason   codes   and   multiple   counterfactuals   
matched   or   outperformed   counterfactuals   on   the   evaluated   metrics,   

their   performance   was   still   suboptimal   on   the   misaligned   condition,   
the   setting   designed   to   most   accurately   simulate   the   real-world   and   
its   unknowns.   In   this   regard,   our   fndings   contribute   to   the   body   
of   human-AI   interaction   research   demonstrating   limitations   to   AI-
explanation   assisted   decision-support   [21,   30,   56].   These   limitations   
also   lend   weight   to   the   suggestion   posed   by   Karusala   et   al.’s   [27]   
work   on   algorithmic   contestation,   namely   that   the   very   framing   of   
algorithmic   recourse   as   an   AI-explanation   assisted   reapplication   
task   may   be   a   poor   conception   of   the   actual   issues   individuals   im-
pacted   by   adverse   algorithmic   decisions   face,   and   addressing   those   
issues   may   require   more   complex   socio-technical   solutions   than   
explanations   [27].   Our   work   challenged   the   assumption   that   coun-
terfactuals   are   the   best   explanation   format   for   recourse,   but   not   
the   assumption   that   institutional   information   constraints   exist,   pre-
cipitating   the   need   for   explanations   over   simple   algorithm   access   
that   would   allow   individuals   to   evaluate   the   success   of   any   possible   
path.   Deeper   engagement   with   these   information   constraints   is   an   
important   research   direction   (and   a   topic   that   may   beneft   from   a   
policy   rather   than   technical   intervention),   as   trying   to   empower   in-
dividuals   afected   by   adverse   algorithmic   outcomes   while   balancing   
institutional   information   constraints   may   be   a   solution   paradigm   
that   consistently   favors   institutions   given   broader   societal   power   
structures.   
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Appendix   

A.1   Audit   for   Intervention   Generated   Inequalities   
AI   explanation   interventions,   like   any   technology   design   decision,   
can   introduce   intervention   generated   inequalities   [48]   if   they   prove   
more   useful   to   some   groups   over   others.   This   is   particularly   concern-
ing   when   the   group   that   benefts   is   already   privileged   in   a   particular   
setting.   While   audits   for   intervention   generated   inequalities   often   
disaggregate   results   based   on   demographic   traits,   following   the   
precedents   set   by   [6],   we   disaggregate   our   results   based   on   Need   
for   Cognition   (NFC),   a   stable   personality   trait   indicating   how   much   
individuals   engage   in   and   enjoy   efortful   cognitive   activities   [9].   
We   think   this   is   useful   for   our   experiments   because   interpreting   
explanations   requires   cognitive   efort,   and   the   ways   in   which   indi-
viduals   may   beneft   from   diferent   explanations   may   vary   across   
NFC   [19].   

We   collected   NFC,   measured   on   a   1–5   scale,   at   the   onset   of   each   of   
our   experiments.   We   divided   participants   into   the   high   NFC   group   
(NFC>3.5)   and   the   low   NFC   group   (NFC≤   3.5),   which   resulted   
in   roughly   even   groups   for   each   experiment.   We   reproduced   our   
analyses   for   each   experiment,   this   time   disaggregating   results   by   
level   of   NFC.   With   one   exception   discussed   below,   the   aggregate   and   
disaggregated   NFC   group   trends   were   identical   for   each   experiment,   
with   comparable   p-values   and   efect   sizes   (details   not   reported).   

The   one   exception   was   that   in   Experiment   2   we   observed   that   for   
misaligned   conditions,   the   average   number   of   semesters   taken   for   
application   acceptance,   when   presented   with   feature   attributions,   

was   signifcantly   greater,   and   thus   less   optimal,   than   the   average   
number   of   semesters   taken   when   presented   with   reason   codes.   
After   disaggregating   by   the   level   of   NFC,   we   found   that   this   held   
true   for   the   high   NFC   group,   (Z=2.77,   p=0.003,   r=0.38)   but   was   not   
signifcantly   greater   for   the   low   NFC   group   (Z=0.49,   p=0.31,   r=0.08).   
For   misaligned   conditions   in   the   high   NFC   group,   the   average   
semesters   taken   for   feature   attributions   and   reason   codes   were   
M=2.60   and   M=2.45   respectively.   For   misaligned   conditions   in   the   
low   NFC   group,   the   average   semesters   taken   for   feature   attributions   
and   reason   codes   were   M=2.66   and   M=2.62   respectively.   The   lower   
average   semesters   taken   (more   optimal)   in   the   high   NFC   group,   
suggests   that   the   high   NFC   group   benefted   from   reason   codes   
compared   to   feature   attributions,   while   the   low   NFC   group   the   did   
equally   poorly   in   both   conditions.   

In   line   with   our   interpretation   of   Experiment   2   results   in   Section   
7,   we   suspect   that   this   is   because   the   high   NFC   group   paid   more   
attention   to   the   relative   importance   information   in   feature   attribu-
tions   and   was   thus   more   prone   to   prioritizing   the   top   features   at   
the   cost   of   poor   outcomes   in   the   misaligned   schedule   condition.   

A.2   Experiment   3   :   Disaggregated   Average   
Application   Acceptance   

Figure   9:   Experiment   3,   disaggregated   average   application   
acceptance.   Error   bars   refect   95%   bootstrapepd   confdence   
intervals   on   1000   bootstrap   samples.   

The   average   application   acceptance   for   multiple   counterfactuals   
was   signifcantly   greater   than   the   average   application   acceptance   
for   reason   codes,   even   when   disaggregating   to   aligned,   semialigned,   
and   misaligned   conditions,   as   summarized   in   Figure   9.   
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