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Abstract
Frontline humanitarian negotiators are increasingly exploring ways
to use AI tools in their workflows. However, current AI-tools in ne-
gotiation primarily focus on outcomes, neglecting crucial aspects of
the negotiation process. Through iterative user-centric design with
experienced frontline negotiators (n=32), we found that flexible
tools that enable contextualizing cases and exploring options (with
associated risks) are more effective than those providing direct rec-
ommendations of negotiation strategies. Surprisingly, negotiators
demonstrated tolerance for occasional hallucinations and biases
of AI. Our findings suggest that the design of AI-assisted negotia-
tion tools should build on practitioners’ existing practices, such as
weighing different compromises and validating information with
peers. This approach leverages negotiators’ expertise while enhanc-
ing their decision-making capabilities. We call for technologists
to learn from and collaborate closely with frontline negotiators,
applying these insights to future AI designs and jointly developing
professional guidelines for AI use in humanitarian negotiations.
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1 Introduction
Humanitarian negotiations in conflict zones, or frontline negotia-
tions, are vital for securing access to crisis-affected populations for
aid delivery [24, 42]. Frontline negotiations is a unique type of work
that is often adversarial, complex, and high-risk, involving stake-
holders with diverse geographic, political, and cultural backgrounds.
A major challenge in this workflow is the synthesis of unstructured
information—such as interviews, stakeholder meetings, and histor-
ical documents—quickly and accurately [e.g. 18, 92]. With the rise
in violent conflicts and the increasing demand for frontline negotia-
tions globally [35, 36, 45, 78], practitioners are exploring AI to ease
the growing pressure on human experts. These efforts, however, re-
main informal without collaboration with machine learning or HCI
experts. For instance, in 2024, Frontline Associates—a global net-
work of negotiation practitioners—hosted an educational summer
program on AI’s role in negotiation [37]. Over 100 humanitarian
negotiators from organizations like Médecins Sans Frontières, the
International Committee of the Red Cross, and the United Nations
participated, experimenting with tools like ChatGPT for context
analysis and information synthesis.

AI-assisted decision-making raises broader concerns for automa-
tion at work. Prior research on AI in professional settings sug-
gests that deskilling [64, 102], shifts in occupational identity [102],
and overreliance on automation [34, 75] can significantly alter
workplace dynamics. Negotiators, who rely on experiential knowl-
edge and adaptive reasoning, may face challenges integrating AI
in ways that preserve their expertise rather than diminishing
their agency. Given the high-stakes nature of frontline negotiation,
LLM limitations—such as bias, confidentiality risks, and hallucina-
tions [13, 33, 54, 63, 88, 94, 101]—raise concerns about responsible
AI use in this line of work.

Given the potential harms of ad-hoc LLM adoption in frontline
negotiation, it is essential to assess AI’s impact not only on the
decision-support needs of workers but also on the profession as a
whole.While there is existing research on the application of AI in ne-
gotiation, they target negotiation contexts that are not aligned with
the constraints and goals of humanitarian negotiation, such as zero-
sum settings in contracts negotiation. These current approaches
are often goal-centric, focusing on using statistical benchmarks to
achieve high accuracy. The emphasis is on work automation rather
than assistance; and these works largely seek to “surpass human
performance”, potentially replacing human negotiators [1, 62, 72].
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Frontline negotiation, however, is a line of work that demands
human rapport and requires strategy contextualization. Frontline
negotiators need to keep abreast of the emotions, cultural back-
grounds, and human irrationality involved in the negotiation pro-
cess [24, 25, 28, 32]. This focus on the human element alignswith the
approaches in human-AI collaboration – particularly the“Process-
Oriented Support” [105]. Process-oriented support is a way to de-
sign AI tools that help workers through each step of their job rather
than just delivering a final answer. This concept is particularly rel-
evant in complex, high-stakes workplaces, where decision-making
involves multiple steps and requires integrating diverse pieces of
information [105]. Given the nuance and high stakes involved in
frontline negotiation, process-oriented support may be more ap-
propriate for this work than the current goal-centric approach.

We ask the following research questions: RQ1:What decision
support needs do negotiators have that can be assisted by LLMs?
RQ2:What concerns do negotiators have over using LLMs in nego-
tiation? RQ3: Do current LLM tools assist negotiators’ key decision
support needs? RQ4:What are the LLMs’ anticipated impacts on
the work of frontline negotiators?

We first conducted a formative study, with 14 frontline nego-
tiators, where we uncovered the major decision-support needs in
frontline negotiation, and negotiators’ concerns over using LLMs in
negotiation. These decision-support needs include: context analysis,
compromise ideation, risk analysis and knowledge sharing.

Then we sought to understand how the actual usage of LLMs
can assist and impact negotiators’ work, and if they can address
the needs that we discovered in the formative study. Thus, we de-
signed a probe interface, informed by the user needs identified in
the formative study, to elicit negotiators’ grounded reactions to an
AI-powered decision-support tool built on a process-oriented para-
digm. As opposed to typical negotiation AI support tools, which
emphasize outcomes by automating the work of negotiation, this
interface emphasizes AI as a collaborator that supports workers
in reaching their own decisions. This way, we presented negotia-
tors with a different kind of a worker-AI relationship, where the
users were not mere supervisors of AI decisions. Through this user
study asking the participants to use ChatGPT and this probe, we
explored how negotiators perceived AI’s role in their work, its align-
ment with their professional expertise, and its potential impact on
existing negotiation practices.

We made the following contributions:

• A formative study that discovers the obstacles and needs of
frontline negotiators when conducting a negotiation.

• Through process-oriented support, an implementation of
a design probe that assisted existing negotiation practices,
including context analysis, compromise ideation, and risk
analysis.

• A qualitative study that involves ChatGPT and the design
probe, demonstrating that negotiators prefer a process-
oriented support interface that leverages negotiators’ ex-
isting practices, potentially reducing errors that novice ne-
gotiators may make due to lack of negotiation experience.

Finally, our work with the negotiation community points to the
need for “worker development” – helping workers build technolog-
ical fluency to use AI tools effectively and responsibly. The com-
plexity of LLM technologies poses barriers for non-technologically
trained workers. We see our paper as a call to action for collabora-
tions between technologists and practitioners to facilitate knowl-
edge about AI capabilities and limitations and support informed
guidelines for ethical AI use. Current understanding of AI’s im-
pact on the work of frontline negotiation remains limited. Our
study showed that existing AI-driven negotiation tools primarily
focus on generating outcomes, often without integration into work-
ers’ workflows. If not carefully designed, LLMs risk automating
relational, ethical, and creative aspects of negotiation, potentially
diminishing the overall quality of negotiations. While future model
advancements may enable LLMs to enhance emotional intelligence
and relationship-building, negotiators are unlikely to accept AI
as a replacement for the core of their work. Further research is
needed to define the complementary roles of AI and human ne-
gotiators, ensuring that AI supports, rather than undermines, the
complexities of negotiation practice. Our work suggest that in emo-
tionally charged, high-stakes workplaces where human judgment,
relationship-building, and adaptability are essential—such as cri-
sis response, social work, and labor mediation—AI should be de-
signed to support workers’ expertise rather than automate complex,
context-sensitive decisions.

2 Background and Related Work
2.1 Characterizing Challenges in the Work of

Humanitarian Frontline Negotiation
International law [7] requires governments to provide assistance
and protection to those living within their jurisdiction. When gov-
ernments fail to meet this obligation, humanitarian organizations
address these violations [25]. Negotiators work to secure assistance
and build cooperation among key stakeholders, despite power asym-
metries and ideological differences [71, 94].

Despite the importance of their work, the negotiators often come
from a position of weakness, as they need to rely on humanitarian
principles or international laws that sometimes mean little to the
counterparties. Moreover, they often deal with armed groups while
unarmed or negotiate with local governments supported bymilitary
forces [24, 68].

Due to power asymmetry and ideological differences between
the negotiating parties, frontline humanitarian negotiators often
struggle to reach principled agreements or accept compromises.
Humanitarian negotiations often rule out finding a middle ground,
as doing so may involve intolerable concessions or satisfying illegal
and immoral interests. Negotiators frequently encounter situations
where compromises would lead to outcomes that violate core hu-
manitarian principles [24].

To navigate these challenges, negotiation frameworks such as
Island of Agreements, Iceberg CSS, and Red Line/Bottom Line (see
Section 5.2.1) help structure key positions and contexts, relying
on practitioners’ own expertise rather than rigid instructions [24].
Without detailed step-by-step instructions, they emphasize judg-
ment over rigid guidelines. Usually, these tools require the negotia-
tor to read massive amounts of documents and hours of meeting
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transcripts to successfully produce these summaries. Especially in
high-stakes environments, negotiators may struggle to use these
frameworks, as the need for quick decisions and adaptability often
takes precedence.

2.2 The Impact of LLMs on Knowledge Work
LLMs are language models that can generate human-like text, an-
swer questions, assist in writing [41], help with coding [99], trans-
late languages [47], and tutor in various areas [23, 77]. Recent gen-
eral LLMs, such as GPT-series [17, 79], LLaMA [96], and PaLM [2],
have advanced Natural Language Processing (NLP) capabilities,
including text generation and summarization.

In many professions, LLMs appear to be influencing a shift from
expertise-based roles to ones that involve overseeing or interpret-
ing AI-generated outputs [102]. For instance, call center agents
may be increasingly expected to mediate between AI-generated
responses and customers [19], while software engineers are often
encouraged to review and refine AI-suggested code rather than
writing it from scratch [99]. Although this shift is frequently de-
scribed as enhancing efficiency, existing studies also suggest that
it can introduce additional cognitive demands when integrating
AI-generated content [29, 91].

This shift raises concerns about deskilling, as increased reliance
on AI-generated insights may diminish professionals’ ability to ap-
ply their own judgment [64, 102]. In negotiation, AI-support tools
could similarly automate key decision-making processes, reducing
negotiators’ reliance on their own skills. Over time, this could erode
practitioners’ ability to synthesize complex stakeholder dynamics,
evaluate risks, and manage power imbalances, fundamentally al-
tering negotiation as a profession. Additionally, as AI reduces the
skill gap between novices and experts, expertise itself may become
less valued. Evidence suggests that AI disproportionately bene-
fits workers with lower initial proficiency—consultants at Boston
Consulting Group, for example, saw a 43% performance improve-
ment with AI assistance compared to just 17% for their more skilled
peers [31]. If AI makes expertise less of a differentiator, frontline ne-
gotiation—once defined by deep expertise in managing stakeholder
dynamics—could shift toward oversight of AI-generated analyses,
diminishing the negotiator’s role as an active decision-maker. How-
ever, evidence also suggested that with careful design, deskilling is
not inevitable [21, 38].

While concerns about deskilling and shifting professional roles
are well-founded, discussions on AI’s impact often oscillate be-
tween fears of widespread job displacement and optimism about AI
as a productivity tool. Sensational narratives [3, 26, 65, 70, 87, 98],
such as claims that LLMs are “just about to replace everything” [3],
have fueled anxieties about societal and labor disruption. A Pew
survey found that about a fifth of workers hold “high-exposure
jobs”, where key activities could be replaced or assisted by AI [61].
Another survey revealed that 37% of U.S. respondents were “more
concerned than excited” about AI in daily life, with one in five citing
job loss as their primary concern [86]. Speculative claims about
artificial general intelligence (AGI), likened to science fiction, envi-
sion scenarios like machines dominating workers or forming a new
underclass of human [40, 65, 102]. As Woodruff et al. note, these
discussions often overlook the perspectives of knowledge workers

themselves, compounding uncertainty [102]. Interestingly, workers
in high-exposure domains report that AI is more likely to help
than harm them personally [61]. Workers anticipate outsourcing
mundane tasks like note-taking to AI while retaining full control
over their work, countering predictions of widespread workforce
automation through generative AI [102]. While there is growing
research on the general implications of LLMs, their specific im-
pacts on high-stake domains such as frontline negotiation remain
underexplored.

Deploying LLMs in high-stakes contexts poses unique challenges,
including technoskepticism[84], hallucination risks[56], privacy
concerns like Personally Identifiable Information leakage[60], and
limited domain-specific evaluation benchmarks[81]. Ensuring ethi-
cal alignment and multilingual support is critical, as shown by ef-
forts like BiMediX for bilingual translation [83] and India’s Bhashini
for language accessibility [74]. Advanced techniques such as cita-
tion aggregation[95] and RALL generation[49] offer potential solu-
tions but remain underexplored in negotiation settings. As LLMs
evolve, it is crucial to anticipate challenges, identify benefits, and
develop strategies to support these transformative practices.

2.3 AI-Assisted Decision-Making in the
Workplace

Our work adapts insights from human-AI decision-making research,
particularly explainable AI (XAI), to the design of AI systems for
negotiators and other frontline workers. Recent work on AI-assisted
decision-making in a wide range of domains has been shaped by
the explainable AI (XAI) paradigm [48]. In this paradigm, the AI
offers a decision recommendation and some additional information
(an explanation) that is meant to help the human decision maker
understand how the decision recommendation was arrived at. It
was initially assumed that this paradigm would enable human-AI
teams to make better decisions than either people or AIs could make
on their own [57, 58, 69]. However, subsequent empirical studies
consistently showed that people assisted by XAI made less accurate
decisions than the AI systems alone [8, 39, 52], possibly because
users do not engage cognitively with AI-generated explanations in
XAI settings [20, 38]. Some researchers have also pointed out that
the XAI approach requires people to engage in backward reasoning
(why is this recommendation a good or bad decision?) rather than a
more natural forward reasoning process (givenwhat is known, what
is the best decision?) [105]. Yet others have higher level concerns
arguing that through the act of offering a decision recommendation,
algorithms take some authority away from the human decision
makers (in many institutional settings there is an additional effort
or liability burden if a human disagrees with the algorithm) without
assuming any of the accountability [43].

In response to these concerns, alternative human-AI interaction
paradigms have begun to emerge for AI-assisted decision making.
Some examples include presenting people with syntheses of rele-
vant information [38], supporting people in developing situational
awareness [105], asking people targeted questions [30], or present-
ing people with systematic compilations of key arguments for and
against each of the likely options [73].

At a high level, the conventional XAI approach uses AI to auto-
mate a human cognitive task: the AI recommends a decision and the
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human decision-maker’s primary job is to supervise the automation
and intervene only in the (presumably) rare situations when the
AI did not get things entirely right. The alternative approaches, in
turn, leave the final decision-making to the person while using AI
to support the human decision-maker in some way: by surfacing
relevant knowledge, helping them be ready to make a time-sensitive
decision should an emergency arise, identifying key factors to be
considered, or supporting systematic consideration of trade-offs.

2.4 AI in Negotiation Work
Reflecting the established trends toward automation in LLM-based
applications and in AI-assisted decision-making, current AI re-
search in negotiation largely focuses on goal-centric approaches,
often overlooking the process (e.g., relationship-building) that leads
to successful negotiation outcomes [105]. For example, some works
argue that human emotion and rapport-building can hinder negoti-
ation [27]. These goal-centric approaches often involve developing
multi-agent simulations that aim to “surpass human performance”
by negotiating on behalf of humans [1, 46, 53, 59, 62, 72].

In narrowly defined, zero-sum negotiations (e.g., contract ne-
gotiations), AI systems already attempt to replace human nego-
tiators. For example, CICERO demonstrated “human-level perfor-
mance” in the strategy game Diplomacy, conducting negotiations
without human intervention [72]. Similarly, companies like Wal-
mart, using Pactum’s technology, automated supplier negotiations,
achieving agreements with 64% of suppliers, far exceeding their
20% target [100].

However, these goal-centric approaches do not align with the re-
alities of frontline negotiations, where emotions, cultural contexts,
and irrationalities play crucial roles [24, 68]. Unlike AI systems
designed for optimizing predefined objectives, frontline negotia-
tors rely on deeply human skills—such as reading emotional cues,
managing ambiguity, and adapting strategies dynamically—to build
trust and secure cooperation [24, 25, 94]. If negotiation AI systems
continue to prioritize outcome-driven automation, they risk under-
mining the core professional competencies that define negotiation
work. Recent work at CHI WORK highlights these complexities.
Studies on programming assistance reveal tensions between hu-
man agency and automation [75], while research on LLM-assisted
ideation suggests process-oriented support is more effective than
outcome-driven optimization [50]. While AI for frontline nego-
tiation remains undeveloped, the current trend of chatbots that
either instruct users or negotiate autonomously suggests a risk of
misalignment unless research addresses the unique needs of this
domain.

The complexities of frontline negotiations — emotional, cultural,
and contextual - make it difficult for current AI systems to replicate
human performance [10, 14]. This mismatch shows the need for
alternative AI designs, such as process-oriented support that as-
sist with the decision-making process in negotiations [103, 105]. By
focusing on the negotiation process rather than just outcomes, such
systems would better align with the needs of frontline negotiators,
assisting them in navigating emotional, cultural and contextual
factors.

We have built on all of the above insights in this project: we
used the formative study to identify the key cognitive tasks that

the frontline negotiators engage in and to understand what makes
these tasks challenging. In our second study, we developed a system
prototype to support the negotiators in some of the challenging
aspects of one of the tasks while leaving the negotiators in charge of
the key decisions. Throughout the project, we also paid particular
attention to factors that make frontline negotiation an engaging and
desirable occupation for our participants. In the second study, we
strove to design a prototype in a manner that would enhance rather
than automate away the aspects that the negotiators identified as
core to their profession.

3 Formative Study: Understanding the
Decision-Support Needs of Frontline
Humanitarian Negotiation

3.1 Overview
As frontline humanitarian negotiations grow increasingly complex,
practitioners are exploring how ChatGPT can support their work.
One member of our team, an experienced frontline negotiator with
decades of critical mission experience, worked with us in generating
the research questions. Prior to our collaboration, this negotiator
and peers in their community have already found ways in which
ChatGPT can be helpful to their work, and are equally concerned
that these tools can be harmful. Thus, this study focuses on an-
swering the following three aspects: how negotiators are currently
using LLMs, the outcomes they hope to achieve, and the concerns
they have about applying these tools to their work. Because the
negotiator co-author did not want their own views to dispropor-
tionately impact the results of the research, they did not participate
in data collection or analysis in either of the two studies.

3.2 Survey
We reached out to humanitarian frontline negotiators through the
email list of the Frontline Negotiators Network, inviting them to
participate in a voluntary survey. The survey aimed to gather infor-
mation on the participants’ negotiation experience, frequency of
computer usage for work, educational background, and the extent
of AI usage in their professional activities, particularly in relation to
frontline negotiation. The questions can be viewed in Appendix B

Before we finalized the list of negotiators to interview for this
study, we collected 30 responses in total, with 14 negotiators sched-
uling an interview with the first author.

3.3 Semi-structured interviews
We conducted semi-structured interviews with 14 participants. Par-
ticipants are from 9 different humanitarian organizations (e.g. In-
ternational NGO Safety Organisation, Doctors Without Boarders),
from 12 different countries (See Appendix E). Prior to conducting
our interviews, we made sure each participant provided informed
consent, during which we emphasized their right to withdraw from
the study at any time if they felt uncomfortable. After completing
the interviews, participants received a compensation of US $30 for
their time. Interviews typically lasted 45 to 60 minutes.

The interviews were structured into three main segments: under-
standing the participants’ negotiation workflow, discussing their
experiences with AI tools like ChatGPT, and exploring potential
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areas where AI could further supported their negotiation processes.
During the second stage where we asked the participants’ experi-
ence with AI tools, we showed the participants a video of ChatGPT
generating the Iceberg CSS (see Section 5.2.1 for a description of
Iceberg CSS tool) framework to facilitate future-state ideation based
on existing LLM capabilities. The prompts and outputs used can be
found in the online supplementary files.

Detailed interview guidelines are provided in the Appen-
dix C. Following each interview, conversations were transcribed,
anonymized, and analyzed to extract key insights. Given the cur-
rent state of research on AI-assisted decision-making (Section 2.3)
and on LLMs in knowledge work (Section 2.2), we paid particular
attention to two broad topics: 1. What are the major cognitive tasks
that frontline negotiators engage in? What is challenging about
these tasks? What opportunities exist for supporting negotiators’
work while leaving them in charge of key decisions? 2. What are
the major concerns about using AI in frontline negotiation? What
mistakes would be considered catastrophic? What changes to the
nature of the profession would be unacceptable to the negotiators?

3.4 Data analysis
The first author independently coded 5 interview transcripts us-
ing an open coding technique [22]. This initial analysis revealed
overarching benefits, specific advantages for negotiators, and their
primary concerns. Subsequently, three members of the research
team convened to finalize a codebook for further analysis. The
first author then proceeded to analyze the remaining transcripts,
continuously refining the codebook based on new insights until
data saturation was reached.

4 Results - Interview Study
This section summarizes the main findings of our interviews, fo-
cusing on the key cognitive tasks involved in frontline negotiations
(and the emerging design opportunities) and concerns regarding the
use of LLMs in humanitarian negotiations. We adopt negotiators’
use of term “AI” to refer to LLMs.

4.1 Key Negotiation Tasks and Design
Opportunities

4.1.1 Support the preparatory stage of negotiation. Negotiators
analyze large datasets to understand context, party positions, shared
and contested norms, motivations, and risks—ultimately forming a
flexible negotiation strategy.

Context analysis: Negotiators often deal with long documents,
unstructured texts, and the need to update their preparation in light
of new information. “Providing guidance and support on analysis
is where AI can be a game changer. [AI can help finding] what are
[different parties’] positions, interest, and needs.” (P10) In fact, some
negotiators have already started using ChatGPT to summarize cases
for them. However, prompting still poses challenges. Negotiators
want more support on how to prompt LLMs: “I am not a professional
user for ChatGPT [...] if there is any official support [on prompting], I
will be very happy.” (P2)

Ideating Compromises: Effective negotiation involves under-
standing potential compromises and their associated risks, which
negotiators think that LLMs can assist by proposing alternative

plans for negotiators to consider, helping them understand a wider
range of options and their associated risks. One participant high-
lighted this potential: “I just don’t want to let my brain be single
minded. [...] Maybe AI could be an eye opener for the other way around
and proposing secondary solutions and options.” (P3) Furthermore,
one negotiator suggested that LLMs could aid in “Finding creative
solutions and new positions that can satisfy all parties’ needs.” (P10)

Risk analysis: In the context of risk assessment, negotiators
believe LLMs can help identify information gaps that could lead
to unforeseen risks in compromises. One participant noted, “You
could cross check [with AI] what you’ve got. This is what I’ve got on
this counterpart. Is there anything out there I’ve missed? That would
be very useful.” (P12)

4.1.2 Support knowledge sharing. The second broad task men-
tioned by the negotiators was synthesizing information about past
negotiations to be shared with other negotiators. Knowledge shar-
ing between negotiators includes training new team members and
passing on insights from previous negotiations—especially those
involving specific parties—to teams who will soon engage with
them. P14 shared that in their decades of negotiation experience,
they have “lost 22 colleagues” to violence and emphasized, “With
so many conflicts happening, negotiators don’t have the luxury of 10
or 20 years to learn. I hope AI can help new negotiators build skills
without facing hostile environments.”

Another (P10) highlighted the loss of institutional memory, not-
ing, “We lost incredible knowledge about negotiations from 20 years
ago, even with the same people and challenges.” They stressed captur-
ing strategies and common ground, not just outcomes: “What I care
about is the strategy, the common ground. A dataset that proposes
past cases from various organizations would be invaluable.” However,
need for keeping certain details of past negotiations confidential
often limits shared learning: “Maybe AI can be trusted enough to
decontextualize these cases.”

4.2 Concerns Over LLM in Negotiation
4.2.1 Well-known LLM Limitations. Negotiators expressed con-
cerns about well-known limitations of LLMs like ChatGPT, high-
lighting issues of confidentiality, Western biases, reliability, and the
risk of overreliance.

Confidentiality is a major concern, as negotiators often handle
sensitive information. Many feel inadequately informed about pro-
tecting privacy when using LLMs, and organizational guidelines
are often vague. As one negotiator noted, “My organization has
put in place some kind of restrictions on the way we can use AI, but
we’re still at the beginning stages of understanding the capabilities
and potential consequences. The guidance we’ve received is still very
vague and broad.” (P8) Despite initial hesitation, some become more
comfortable over time and are willing to “put transcripts in and
ask for summaries of documents” (P4) but remain cautious about
inputting highly sensitive data.

Western bias embedded in LLMs limits their effectiveness in
diverse cultural contexts. Negotiators pointed out that these tools
often reflect the perspectives of theirWestern developers, which can
be problematic for global field teams. P12 emphasized, “You really
need to go to Nigeria, to Myanmar, and talk to the field teams and
get their inputs on all these.” This bias also “affects locally recruited
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negotiators” who may struggle with interface designs and language
barriers.

Reliability and trust issues arise due to the potential for con-
fusing or inaccurate outputs from LLMs. Without understanding
the sources behind the responses, users find it difficult to fully trust
the tool. One negotiator questioned, “What information is the AI
basing this on? And why is it choosing those specific documents to
answer your question?” (P12) However, even imperfect results can
be acceptable under time constraints or serve as inspiration, chal-
lenging ideas and helping to refine thoughts. One negotiator noted,
“Even if AI is not right, we can tell. It’s okay because it challenges our
ideas.” (P4) They likened AI to an “aspiring partner” that stimulates
thought.

Overreliance on LLMs raises concerns about diminishing nego-
tiators’ skills. Excessive automation might lead to reduced ability
to conduct effective negotiations independently. As one negotiator
warned, “I think it’s important to do your own analysis. My worry is
lack of engagement in the analysis.” (P4) Another added, “These tools
will shrink our brains because we will start relying on them.” (P3)

4.2.2 Public opinion/ mandators’ opinions on AI. Negotiators often
operate within the limits set by their mandators and consider the
well-being of local communities. A mandator, such as the head of
a humanitarian organization or a country, sets the strategic objec-
tives and boundaries for negotiators, for example, by providing
guidelines on terms like ensuring aid worker safety and maintain-
ing neutrality during conflict zone negotiations. The opinions of
both mandators and the public significantly influence whether and
how negotiators would think about using LLMs. One negotiator
voiced concerns over using LLMs without “taking the time to really
explain and understand what the perception of local communities is
[on AI].” Similarly, mandators such as governments’ opinion on
LLMs can impact the usage of LLMs in negotiation. “[...] I’m not
sure governments would be very happy or trustful to know that we’re
using AI in order to negotiate for them.” (P10)

The doubts may come from lack of understanding of these tools.
Negotiators think that more public understanding about the limi-
tations and benefits of these tools will facilitate the conversation
of whether to integrate LLMs into negotiators’ workflow. “I feel
if there were loads of people who understood it a lot better, they’d
feel more comfortable using LLMs in negotiation, because we all have
these myths about what this stands for. [...] There should be a whole
education on the reality of these tools and what they can offer. I don’t
think people are very well informed.” (P12)

4.2.3 Practical Limitations of AI in Negotiation. The effectiveness
of AI tools like ChatGPT in negotiation relies heavily on the quality
and structure of the input. Negotiators noted that significant hu-
man effort is required to prepare information, such as converting
meeting notes, emails, or phone call records into structured formats
for AI to process. Moreover, negotiators often lack structured notes,
particularly when handling sensitive or confidential information
that isn’t formally documented. As P11 explained, “If this [case
file put into ChatGPT] originates from existing notes or meetings ...
sometimes we don’t have those notes. [...] After a phone call, I might
jot down two points, but I wouldn’t have a full script or source for
this [to input into ChatGPT].” However, they also thought that AI
might encourage negotiators to be more organized: “It may enable

a negotiator who is all over the place to be more structured. And so it
can be a positive thing.”

5 Understanding LLM in Negotiation with a
Probe

5.1 Overview
To address the concerns identified in the interview study—such
as difficulties with prompt engineering, limitations of AI summa-
rization, and fears of overreliance—we designed a second study to
observe how negotiators interact with AI assistance in practice.
While negotiators were already experimenting with tools like Chat-
GPT, they emphasized a need for support in specific cognitive tasks:
context analysis, compromise ideation, and risk assessment. The
interview study relied on self-reports; in contrast, this second study
introduced a process-oriented AI probe designed to support human
reasoning, not automate negotiation tasks. This approach positions
AI as a tool to enhance, not replace, negotiators’ decision-making
processes.

We first asked participants to interact with the unmodified Chat-
GPT interface as a baseline, reflecting current AI capabilities. We
then introduced a custom-designed probe interface that structured
interactions around key negotiation tasks identified in the inter-
view study, allowing negotiators to engage with AI as a facilitator
of their own reasoning rather than a decision-maker. The probe
structured negotiation preparation, eliminating the need for prompt
engineering—a key frustration from the interview study.

Through this study, we aimed to observe:
• How do negotiators use LLM tools during realistic negotia-
tion tasks?

• How do negotiators engage with AI when it is designed to
support rather than automate decision-making?

• How does reducing the burden of prompt engineering affect
usability and interaction quality?

This study was designed to elicit grounded reactions to an al-
ternative AI-assisted work model—one that prioritizes negotiator
agency over automation. By presenting negotiators with two differ-
ent visions of AI collaborations (using ChatGPT and the probe), we
sought to understand how such a shift might reshape expectations
and practices in negotiation.

5.2 Probe Design Overview
We used OpenAI’s GPT-4o API [80] to design tools for the prepara-
tory stage of negotiation—context analysis, ideating compromises,
and risk analysis—rather than providing direct instructions.

The prompts for generating any content in this probe interface
were created using the ChainForge interface [4], with input from a
co-author with over 30 years of frontline negotiation experience.
The full flow of the prompts is shown in figure 1. These prompts
were designed and evaluated to ensure the most suitable outputs.

5.2.1 Context analysis with negotiation tools Island of Agreements
and Iceberg CSS. The probe first collects a case file input and identi-
fies negotiating parties. It then summarizes the case and populates
two context analysis templates that some negotiators rely on in
their preparations: Island of Agreements and Iceberg CSS [24]. The
Island of Agreements template is used to capture (1) agreed facts, (2)
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Case File

Island of 
Agreements

Iceberg

Issues For each issue: Red 
Lines, Bottom Lines

For each line: an 
example scenario

For each scenario: a 
risk assessment

Figure 1: Workflow of the negotiation interface: Starting
from a case file, the system generates Island of Agreements
and Iceberg context analysis. It identifies issues, determines
red lines and bottom lines for each issue, and provides exam-
ple scenarios with associated risk assessments. The arrows
represents the order and what results from the prior genera-
tion the system takes to generate the next.

contested facts, (3) shared norms, and (4) conflicting norms between
the negotiation parties. The agreed facts and the shared norms com-
prise the actual Island of Agreements and highlight some of the
common ground between the negotiating parties. The Iceberg CSS
is constructed by first capturing the stated position of the coun-
terpart — this is the visible part of the “iceberg”. The negotiators
then work backwards to try to understand the invisible parts: the
reasoning of the counterpart and, ultimately, their motives and
values. The Iceberg CSS can also be used in the bottom-up direc-
tion to clarify the motives, values, reasoning and stated position of
the party represented by the negotiators. Putting the two icebergs
side by side can also allow the negotiators to identify additional
common ground between the negotiating parties.

Then the interface sends the Island of Agreements and Iceberg
CSS as prompts to generate negotiation issues to be addressed, as
many negotiation usually contain multiple issues to be discussed
and settled. Once these are generated, users can view them on a
page. They can then validate andmodify the content in the provided
text boxes. An example overview of the context analysis interface
is in Figure 2.

5.2.2 Find Zone of Possible Agreements with Bottom Lines and Red
Lines. After summarizing the context using IoA and Iceberg CSS,
the interface utilizes these outputs along with identified issues to
generate the red lines and bottom lines tool. The red lines and
bottom lines tool defines negotiation scenarios within the bound-
aries of the mandate. The interface first identifies key “lines” for
both parties: 1. Ideal Outcome (Point A): The best-case scenario
that fully achieves the user’s organization’s objectives without con-
sidering the counterpart’s needs. 2. Bottom Line (Point B): The
minimum acceptable outcome where further concessions start to
diminish benefits but remain tolerable. 3. Red Line (Point C): A
non-negotiable boundary tied to critical legal, organizational, or
reputational risks. The same process is conducted for the coun-
terpart, identifying their ideal outcome, bottom line, and red line,
denoted as A’, B’, and C’, respectively (see Figure 3 for a conceptual
illustration).

The interface generates a spectrum for each negotiation issue,
delineating possible scenarios based on predefined negotiation lines
(Figure 4). Each spectrum consists of the following points, from left
to right: (1)The user’s red line is violated. (2) The user’s bottom line
is violated. (3) Neither party’s bottom line or red line is violated. (4)
The counterpart’s bottom line is violated. (5) The counterpart’s red

line is violated. Moving from right to left on the spectrum repre-
sents increasing risks for the negotiator’s party, with compromises
shifting toward unfavorable outcomes.

The Zone of Possible Agreement (ZOPA) is identified within
scenarios 2, 3, and 4, where neither party exceeds their red line.
Scenario 3, located at the center of the spectrum, represents the
most balanced outcome as neither party needs to cross their bot-
tom line. The interface visualizes these zones, helping negotiators
strategically identify viable agreements while assessing risks.

5.2.3 Generate Risk Assessment. The user can click on any of the
scenario boxes to indicate that they are considering picking the out-
come for that specific component of negotiation (Figure 4). The user
can choose to let the interface generate a table of risk assessment,
indicating the short term risks and long term risks, mitigation strate-
gies, and risks after mitigation. These assessments are generated by
categories: Security of Field Teams, Relationship with Counterpart,
Leverage of Counterpart, Impact on other Organizations/ Actors,
Beneficiaries/ Communities, and Reputation. These standards were
adapted from the practices of P1 and their organization from the
interview study. The users can modify these columns directly after
they are generated.

5.3 Methods
5.3.1 Participants. We recruited 18 negotiators different from the
interview study from the same survey data collection. Before we
finalized the list of negotiators to conduct the second study, we
collected 61 responses. We provided each participant with $30 Ama-
zon gift card to thank them for their time. Again, participants are
from 13 humanitarian organizations, from 15 different countries
(See Appendix E).

5.3.2 Study Design. This was a qualitative within-subjects study
that followed the baseline-intervention design (similar to, e.g., [97])
with the order of conditions fixed such that all participants in-
teracted with the ChatGPT condition first followed by the probe
interface. The baseline-intervention design is appropriate when
the baseline condition is similar to a practice that participants are
already familiar with. Our recruitment survey showed that all par-
ticipants in the probe study have used ChatGPT or other LLM-based
chatbots, 9 out of 18 participants have at least used LLMs a few times
a week, and 8 out of the 18 participants have at least used LLMs a
few times a week for negotiation specifically. (See Appendix E)

The baseline-intervention design is used when the intervention
condition may have lasting spillover effects on how people ap-
proach the task, while the baseline condition is unlikely to have
such an effect. Our probe interface can have a spill over effect
by explicitly focusing on specific parts of the preparation process,
which can lead to participants “getting hints” on how they could
have prompted ChatGPT if they were to use the probe interface
first before using the ChatGPT. For example, after using the probe,
the participants might start with generating Island of Agreements
while using ChatGPT, which, in our observation, is uncommon for
participants using the ChatGPT first.

Each study session lasted approximately 60 minutes or over, and
was conducted remotely via Zoom. The study consisted of three
parts:
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Figure 2: At the left, the user can input the case file, and the negotiation parties. Then the probe will generate Islands of
Agreement, Iceberg CSS, and Components. The user can choose to inspect the generated content (for example in box B) in
markdown format, and modify in a text box (for example in box A).
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Figure 3: Spectrum of negotiation lines and outcomes: This is a conceptual illustration of red lines and bottom line tool, mapping
the identified red lines (A), bottom lines (B), and ideal outcomes (C) for the users’ party, and A’, B’ and C’ are corresponding lines
for the counterpart.Between each line lies 5 possible scenarios where (1)The user’s red line is violated. (2) The user’s bottom
line is violated. (3) Neither party’s bottom line or red line is violated. (4) The counterpart’s bottom line is violated. (5) The
counterpart’s red line is violated. Zone of Possible Agreement (ZOPA): The range of scenarios (2, 3, and 4) where neither party’s
red line is violated. Scenario 3 is the most balanced and viable agreement. The top section illustrates the implementation of the
red lines and bottom lines for “continuation of HfA operations in Igwafe” in the interface, detailing red lines, bottom lines, and
potential compromises for both parties. Scenarios closer to the center represent balanced outcomes with minimized risks. The
bottom section is the conceptual illustration of red lines and bottom lines tool for comparison.

Part 1 (20 minutes): Participants were given one of two
anonymized real-world case files. These case files can be found
on the online supplementary material. They were asked to use
ChatGPT while sharing their screen over Zoom to develop a nego-
tiation plan from a humanitarian perspective. After 20 minutes or
when they felt ready, participants drafted a preliminary negotiation
script categorized into three tiers:

• Issues and terms that are low-cost and high-benefit for both
parties, aimed at building relationships and setting a positive
tone.

• Issues and terms that involve some cost and benefit for both
parties, intended to establish a fair basis for distribution.

• Complex issues and terms that are high-cost and central to
the conflict, potentially contentious and best addressed later
to avoid confrontation.

These three tiers reflect the actual preparation work that negotia-
tors typically undertake before a negotiation, following the use
of the Red Line/Bottom Line tool [24]. We included this task to
prompt participants to engage with a realistic aspect of negotiation
preparation during the interview.
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Figure 4: Overview of the red line and bottom line interface. Panel E shows the red line and bottom line of the negotiation
party that the user represents. The two boxes on the right show the red line and the bottom line of the counterparty. Panel F
shows one of the scenarios or outcomes that the negotiator decides on. The outcomes are listed such that, from the right to the
left, there is an increasing amount of risk of negotiation failure as the outcome crosses the bottom line and the red line of the
party that the user represents. After selecting the scenario, the user can generate a risk assessment for this selection through
button Ga, and show a risk matrix in Gb.

Part 2 (20 minutes): Participants were then provided with the
other case file, which they had not yet seen. They were given access
to the probe interface and again asked to share their screen over
Zoom. The task was to perform the same analysis (3 tiers) using
the probe interface. Participants were encouraged to think aloud
and share their immediate thoughts during the first two parts of
the study. The order of using ChatGPT and the probe interface
was not varied, as starting with the probe might have influenced
participants to approach the analysis differently (e.g., by breaking
the task into smaller steps) than they would when using ChatGPT.

Part 3 (20 minutes): In the final part, participants were inter-
viewed about their experiences using ChatGPT and the probe for
case analysis, the added value of each system, any issues encoun-
tered, suggested improvements, and other AI features they would
like to see. A complete set of interview guidelines can be found in
Appendix D.

5.4 Data Analysis
As in the interview study, all sessions were audio recorded and tran-
scribed. To analyze the data, we employed thematic analysis with
open coding [16]. The first author initially coded the transcripts
and identified a preliminary set of themes. Three members of the
research team then convened to review the themes and associated
data segments, resolve any discrepancies, and refine the theme def-
initions. The first author subsequently re-coded the data using the

finalized themes, and the research team validated the final set of
themes during a follow-up meeting.

6 Results
6.1 Common Practices of Negotiations
This section will discuss the common practices related to frontline
negotiation that emerged from the interviews.

6.1.1 Frontline negotiation is complex and context-dependent.
Frontline negotiators think that humanitarian negotiation differs
from other forms of negotiation, such as business or transactional
negotiations, due to its complex context. As P5 explains: “In the
humanitarian world, there is such a myriad of breadth of complexity
of environments, social environments that we operate in. Business,
well, of course, there are different approaches, but primarily it’s very
transactional in terms of a negotiation.” For example, P2 explained
how nonprofits in Japan are perceived differently from US and
Europe: “Nonprofits are not trusted in Japan. So if ChatGPT said
something along lines of ‘you should seek public support for your
project’. All of us in the room would go. ‘That’s a valid answer, maybe
for United States, or maybe Europe. But for Japan, based on our past-
experience, our own understanding of where we stand within society,
that would not be a valid strategy.’ ” This complexity requires prac-
titioners to continuously adjust and adapt their negotiations styles
in accordance with changing situations (P6).
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6.1.2 Frontline negotiation requires empathy and flexibility. Being
Empathetic and flexible are important qualities for reaching an
agreement in negotiation. Yet,“the human ability to be flexible, to
adapt and react [...], and understand the human element and the
human dimension of a negotiation” (P3) are missing in current AI
tools. This human touch extends beyond mere strategy to building
trust and relationships, sometimes requiring negotiators to patiently
invest time and effort in creating a foundation of trust. P5 illustrated:
“I’ve sat in various operations where I had to drink tea for weeks on
end with a counterpart and not get to the nitty-gritty until they were
ready to do that because they felt that they could trust you.” In other
cases, it simply requires the negotiators to act quickly in response
to rapidly changing dynamics: “Things might get tense. You know.
I’m thinking of a negotiation in my case where suddenly gunshots are
fired during the negotiation. That changes the dynamic very quickly.
Because now I’m really not in favor of the local guards being in charge
of security because they’re firing guns in the air.”

6.1.3 Verifying information in negotiation is iterative. Negotiation
is an interactive process involving continuous information ex-
change and analysis between negotiators, counterparties, and stake-
holders. Its dynamic nature requires ongoing updates as new infor-
mation emerges and gaps are identified. P1 illustrated, “Negotiation
is not a give, put money, get answered process [like a vendingmachine].
It’s an interactive process, so it means that we collect information, we
work on it, and then we analyze it.”

The iterative nature of negotiation affects how information is
verified. Negotiators reported verifying information at different
levels, from individual checks to group consensus, ensuring accu-
racy and preventing complications. P3 described their verification
process: “Every time there’s been a doubt we verified it. As far as I
know, nothing that has been produced as part of my job has led to,
you know, mistakes, complications, or diplomatic tensions, because
we got something wrong. If we saw something strange, we verified
it, and then we kicked it in. If it was correct and we moved it. And
we couldn’t move without [verification]. ” (P3) Achieving consensus
iteratively can be challenging, especially when cultural factors and
individual skepticism complicate the process. P6 highlighted this
difficulty, particularly in contexts where unanimous agreement is
valued: “I’m in Japan, where consensus building is a huge issue, that
you could have 10 people in a room, and if 9 people agree, that’s still
not consensus. So, in other words, if there’s only one person who’s
providing an analysis, there could be a sense of ‘is that really true?”’

6.1.4 Negotiators believe that their work practices can reduce the
impacts of AI biases and mistakes on outcomes: Negotiators believe
that biases are unavoidable, and managing them is essential in the
negotiation process. As P4 noted, impartiality is often an “ideal
perspective” : “Impartiality is idealistic—nothing is truly neutral. We
are never independent, never neutral, never impartial. Humans com-
promise on principles.”

Mistakes, whether human or AI-generated, are viewed as natural
parts of negotiation, and opportunities for deeper discussion about
disagreements and differing perspectives. P6 explained, “No, not at
all. [...] I go in with my own assumptions and biases. [...] If I’m aware
of those, I can adjust when speaking to the other party. [...] Disputes
over facts don’t bother me as much. [...] What would concern me is if
we both believed we agreed on a fact, but in reality, we didn’t.”

While AI mistakes can introduce ambiguities that complicate
human interactions, negotiators, as P1 explained: “When I use Chat-
GPT to analyze something, I always do another layer of triangulation,
human intelligence, talk with some other people to verify if this thing,
which I thought or which we thought, is okay to go forward.” P6
provided a similar approach: “It gave me a direction, but I would
need to verify on the ground ... I’d probably find the people that’s
closest to me and run it by them to find out what their perspective
is.” P1 stressed the importance of using information from trusted
sources, stating, “If I use ChatGPT, I would instruct it to reference
only ICRC-approved materials. I’d only trust the output if it aligns
with our official strategy and tools.”

Experienced negotiators might have more reliable expertise to
mitigate risks, while novices may over-rely on AI outputs without
questioning them. As P2 explained, “If I didn’t have a strong back-
ground in due diligence, I might be overly confident in my assessment.
I’m more concerned about novice negotiators using ChatGPT and
assuming it’s correct. Experienced humanitarian negotiators have
enough buffers around them to avoid major mistakes, but novices
could misstep.”

Finally, negotiators emphasized that successful outcomes depend
more on relational dynamics and trust than on factual accuracy
alone, such as building rapport with local stakeholders, understand-
ing cultural nuances, and fostering mutual respect to create a foun-
dation for productive negotiations. P3 pointed out, “It’s important
to meet with local stakeholders to build rapport and understanding.
[...] Having that kind of information also tells me the impact of going
with a certain line could have consequences on the relational aspect
of the negotiation.”

6.1.5 Negotiators Feel the Need to Take Full Responsibility When Us-
ing AI tools. Negotiators stressed the importance of maintaining full
responsibility when using AI tools like ChatGPT, unlike situations
with human counterparts where institutional power may influence
decisions. P2 explained, “ChatGPT is just a tool. If I choose to trust
it and things go wrong, the responsibility is still mine.”With human
input, responsibility may shift due to institutional power dynamics
or professional networks. In comparison, taking positions from a
human can differ because a person may hold institutional power
(such as “a manager who has institutional demand power” (P1)) or
be part of the negotiator’s professional network (for example, “a
colleague who is also in the negotiation” (P1)), so that negotiators
are able to transfer some of the responsibilities to them.

6.2 Limitations of LLM-powered applications
(for both ChatGPT and Probe Interface)

6.2.1 Efficiency isn’t all that negotiators care about. While negotia-
tors felt that both ChatGPT and the interface increase productivity,
negotiators emphasized that they don’t address the core aspects of
negotiation. P4 described using ChatGPT as “cheating” for tasks
negotiators should already handle, while P1 noted that efficiency
cannot replace human expertise: “The Interface saves time, but if
it didn’t exist, I’d still need to manage these scenarios on my own. I
can also ask a manager or a more experienced colleague.” P7 agreed,
stating that such tools can only supplement, not replace, the knowl-
edge and experience negotiators rely on: “It can only be in addition
to already existing systems, knowledge, experience.”
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Negotiators also stressed that these tools are most effective dur-
ing preparation, with their benefits diminishing during actual nego-
tiations. P1 explained, “If someone has this strategy [generated by the
Interface], but as cold as it could be, lacks negotiation skills, this is just
a document and this is just information. But how to use information
is important with the complete package of the negotiation.”

6.2.2 Automating the Human Elements Away. Negotiators ex-
pressed concerns that current AI tools fail to capture key aspects
of human interaction. As P5 explained, “It’s often the soft stuff [...]
like body language and tone of voice” that plays a significant role
during negotiations. This limitation means essential non-verbal
cues, important for understanding and influencing counterparties,
are lost. P4 echoed this, warning that over-reliance on AI could
“remove some of the human components from the whole negotiation.”

Beyond non-verbal cues, negotiators worried that widespread
AI use might result in “less genuine interactions,” as P5 noted, re-
ducing creative problem-solving and fostering a “sterilization of the
negotiation process.” P16 added that negotiators might struggle to
find innovative solutions to resolve deadlocks if AI oversteps its
supportive role.

However, these limitations highlight the distinct roles AI tools
and human negotiators play. While AI can assist by providing con-
text and aiding strategy development, it cannot replace the human
elements that build trust and empathy. As P4 explained, “Humani-
tarian negotiations require proximity with the person, empathy, those
kinds of things. And this kind of tool might not be able to capture that.”
P3 echoed this sentiment, “[Human emotions and alike] wouldn’t be
something that you would be able to necessarily input in there... But
it’s not designed to do that... It is not supposed to capture the diplomatic
aspect of the negotiation or the human aspect of the negotiation”

6.2.3 “Overconfidence” of LLM tools. ChatGPT always appears
to be confident, which makes it hard for negotiators to identify
uncertainties: “Well, it will answer with great amount of certainty.
And so that’s a caution for making sure that you also feel confident
about what it’s the information that it’s giving back to you so that
you, you would need to know enough about the situation to go ‘ehhh
that doesn’t sound quite right, ’ ” (P12)

What makes LLMs harder to trust is that they do not currently
proactively identify or inquire about missing information. Unlike
human negotiators who ask clarifying questions, LLMs provide
answers based solely on the given input without flagging gaps. P1
pointed out that if something is not mentioned in the document,
“the generator will not mention it as a suggestion.” P1 also shared how
they got the LLM to query missed information by breaking tasks
into smaller parts and providing explicit instructions, but noted
that this requires extra effort.

P10 proposed a potential solution to address this challenge by
shifting the interaction with LLMs away from purely text-based
outputs, which often convey an unwarranted tone of confidence.
They suggested using alternative modalities, such as visual repre-
sentations, to make uncertainties or logical errors more apparent:
“The problem with artificial intelligence [...] is that it’s so good at
generating very well-sounding content that it’s difficult to identify
mistakes. [...] If we work more with something like conceptual maps,
maybe it would be easier.”

6.3 Findings Emerged Through Probe Interface:
Design Negotiation Tools by Supporting
Negotiation Practice

6.3.1 Show the Process rather than Recommendations. Consistent
with the interview study findings, many participants struggled
to intuitively use ChatGPT or leverage prompt engineering effec-
tively. More than half (n=10) initially attempted to obtain fixed
recommendations by inputting entire case files in a single query.
However, when using the probe interface, negotiators recognized
the value of breaking tasks into steps and preferred having options
and flexibility over receiving fixed recommendations—a tendency
that emerges when ChatGPT is prompted in a one-shot manner,
often yielding static responses rather than iterative guidance. P8
explained, “I’d rather the AI poses those questions, what compromises
are you comfortable with? And here are the different options, and then
it’s up to you to choose which one... when it says prioritize and avoid,
that’s up to me to decide. That’s not up to the AI to decide. In certain
situations, I might take more risk because there’s more lives at stake
or the situation is by far worse, but sometimes I might take less risk if
the situation is not as bad or if there’s a possibility that there might
be another solution that might come up.”

On the countrary, the probe interface’s focus on process
rather than fixed strategies allowed negotiators to explore options
and develop context-specific strategies. P3 emphasized, “[The in-
terface]’s set up to help you organize your ideas, give you a com-
prehensive view of everything, and not to give you every solution
or guarantee you a solution. I think it’s excellent.” Others appre-
ciated that this approach led to less biased decisions. “What your
program did was it actually kind of removed my initial sensory
inferences that may have clouded my assessment.” (P6) This obser-
vation echoed with other negotiators who prefered that AI tools
only give the users options rather than recommendations: “I rather
these tools give us just different options with different risks associ-
ated with it, and then just say, okay, user, it’s up to you what you
want to do, what choice you want to make.” (P8). Additionally, to
the negotiators, our interface that showed the process aided in the
ideation process, helping teams brainstorm and outline potential
solutions. As P2 explained, “The benefit of this model is that a lot
of those things are in my head, more at the subconscious level. But
to act on them and make them useful, I’ve got to bring them to the
conscious level. When I see it here, I can say, ‘Oh, yeah, I see how
that aligns with what I’m thinking.’ ”

6.3.2 Process-Oriented AI May Bridge Experience Gaps. Our probe
interface seems to help level the playing field between negotiators
of varying experience levels. P5 pointed out that if only the experts
can generate the necessary frameworks like Island of Agreements
then “the success of a negotiation would only depend on the expert
negotiators’ [...] With this tool, teams can work better, faster, in shorter
time, and they don’t need the huge experience in negotiation.” and
the probe interface can help less experienced negotiators generate
visualizations and analyses that typically require expert knowledge
and more years of experience.

However, expert negotiators argue that they don’t require many
guardrails but instead need flexibility from AI tools to tailor outputs
to their specific needs and adjust strategies dynamically. When
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asked how the probe interface could be improved, P11 suggested to
allow interacting with a chatbot in the interface directly to modify
the content: “For example, if I can make some changes here directly,
even without altering the original documents, that would be helpful.”

6.3.3 Support Negotiator’s Collaborative Practice. In contrast to
ChatGPT, participants said that the probe interface facilitates team-
work by making it easier to present, discuss, and revise cases col-
lectively. By generating structured outputs, the interface could
potentially simplify projecting information to the team and engag-
ing in productive discussions. As P1 noted, “It’s easier, not just for
the individual, but for teamwork. When I prepare a case and put it on
the Interface, it’s easier for whoever uses it to project it to the team and
then have a discussion.” Echoed P5: “it may help us not just with the
negotiation preparation itself, but it’s going to help us considerably be
able to communicate in a very digestible manner from the different
levels of people involved in a complex negotiation.”

This interface can leverage negotiators’ existing information
validation practices to cross-check LLM-generated outputs. P2 de-
scribed how they would use the interface to validate information
with their peers: “The added value is, if I have a negotiation team,
and collectively, we write up the case study, upload it to the interface,
and it gives us island of agreements, we can see where we agree or
disagree on facts and norms. It’s helpful, especially if not everyone has
authored the case study. Running it through the interface provides a
simplified way of looking at the data.” P2 further explained how the
interface could help categorize information by relevance and accu-
racy: “I’d categorize information into three groups: one, confirming
what I know; two, definitely incorrect or incomplete; and three, things
I need to verify. Even the ‘let me check that out’ category adds value,
as it becomes something I need to confirm during the negotiation and
assess its importance.”

The participants thought that the interface not only facilitated
collaboration but also helped negotiators clarify boundaries and
align with stakeholders. P11 discusses how the interface could
potentially help in planning and strategy development, allowing
negotiators to clarify what can and cannot be done, which is impor-
tant for aligning with the mandate and gaining consensus among
stakeholders. “I would use that in the planning, specifically in plan-
ning to elaborate the strategy and the planning of the different steps,
and also for sharing with the mandate subject. [...] So you will clar-
ify the mandate subject, what I can do or not do, and to clarify the
mandate more clearly also.” (P11) This negotiator mentioned that
they would use the Interface for strategic planning, particularly
when clarifying key boundaries like the red line and bottom line,
while using ChatGPT for strategies that are more granular: (P11)
“For example, this work on the red line and bottom line is something
that concerns them directly. While, for example, ‘which tactics I use
for the negotiation’ is more delegated to me. I would use the normal
ChatGPT we saw in these days, more tactically.” (P11)

7 Discussion
7.1 RQ1: What needs do negotiators have that

can be assisted by LLMs?
In the formative study (interview study), we discovered two poten-
tial processes that the negotiators try to or envision using LLMs

for. First, negotiators would use LLMs for negotiation preparation,
including context analysis, ideating compromises, and risk anal-
ysis. A number of negotiators have already explored how to use
ChatGPT for these tasks on their own. Second, negotiators hoped
that LLMs could assist in preserving institutional memory and in
the training of new negotiators without exposing them to hostile
environments by anonymizing old cases so they could be shared
between organizations.

7.2 RQ2: What concerns do negotiators have
about using LLMs in negotiation?

7.2.1 General Concerns about LLMs. Frontline negotiators brought
up some concerns that had been previously highlighted in other
application domains. These concerns included confidentiality, hal-
lucination and bias, which were frequently discussed in concerns
of AI in knowledge work [13, 93, 102]. We briefly discuss how these
conventional concerns about LLMs can specifically affect the work
of frontline negotiation.

Confidentiality: Confidentiality breaches in frontline negoti-
ation can undermine effectiveness and endanger team safety, as
sensitive details about strategies or stakeholders carry high stakes.
It is not clear to many frontline negotiators whether the informa-
tion they share with an LLM can be accessed by others, leading
to a false sense of security when using tools like ChatGPT. Over
time, growing comfort with such tools can result in complacency,
increasing the risk of disclosing sensitive information.

Hallucination and Bias: Although negotiators have concerns
over hallucination and bias, they employ strategies like fact-
checking, leveraging field experience to mitigate risks of LLMs’
hallucinations and biases. Due to their years of experience, expe-
rienced negotiators are less concerned about these risks, viewing
them as manageable with their expertise. Additionally, under time
pressure, having some results from LLMs is better than having
nothing at all. However, participants hypothesized that novice ne-
gotiators may struggle to identify and counteract biases, increasing
the risk of over-reliance on AI outputs. These concerns highlight
the importance of focused training and support, especially for less
experienced practitioners.

7.2.2 Concerns Specific to the Work of Frontline Negotiation. Front-
line negotiators have also brought up several concerns that were
specific to their profession and that are not commonly discussed
elsewhere.

Mandators’ Influence: Negotiators take two key factors into
account when it comes to mandators: how mandators perceive
the use of AI by negotiators and whether AI can enhance the pre-
sentation of information to mandators. When adopting AI tools,
negotiators must consider the perspectives and directives of their
stakeholders, such as the countries or organizations they represent.
These mandates significantly influence the feasibility of integrating
AI into the negotiation processes. Moreover, negotiators appreci-
ated that our probe facilitated clear communication and justification
of their strategies to mandators, emphasizing the value of an AI tool
that supports this function—an aspect not explicitly identified as a
cognitive support need. Such tools should therefore enable trans-
parent documentation and presentation of processes and outcomes
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to align with stakeholder expectations. For instance, the probe inter-
face provides outputs like red lines and bottom lines—key strategic
components that are often prioritized by mandators.

LLMs do not raise questions about missing information:
Negotiators noted that LLMs (both ChatGPT and our probe inter-
face) currently cannot actively identify or inquire about missing
information. This limitation is frustrating, while recognizing and
addressing gaps is crucial in negotiations. Unlike LLMs, human
negotiators instinctively ask clarifying questions when sensing
missing details. Designs of negotiation tools need to offer ways for
the users to probe for missing information.

Integrating LLMs into negotiators’ work flow may gen-
erate more cost than benefits: Frontline negotiators weigh the
benefits of LLMs against their challenges, sometimes finding them
impractical for integration into negotiation practices. As partici-
pants noted, tasks like creating Island of Agreements with ChatGPT
require gathering data that are not currently available in a digital
format, such as stakeholder meetings or local archives, which is
labor-intensive and time-consuming. The lack of structured note-
taking practices among negotiators would also demand significant
workflow changes, increasing human effort. Furthermore, the re-
source demands of inputting, verifying, and editing LLM-generated
outputs can outweigh their benefits, making their use less advan-
tageous and, at times, counterproductive. Our findings align with
prior research on AI adoption in high-stakes decision-making. Ad-
dressing the motivations, values, professional identities, and es-
tablished norms shaping people’s work is essential for successful
technology deployment in such settings [12, 44].

7.3 RQ3: Do current LLM tools assist
negotiators’ key decision support needs?

Our research has identified that, in contrast to our probe interface
that provides process-oriented support, interface like ChatGPT
encourages the users to obtain outcome oriented support. Thus,
current LLMs accessed via chat interfaces may fail to inherently
support the essential cognitive processes that negotiators employ
during negotiation preparation.

During our study, negotiators instinctively inputted entire case
files into these systems when interacting with ChatGPT, antici-
pating comprehensive results. Both prior studies [104] and our
observations indicate that users struggle to decompose their tasks
into smaller, manageable steps. The chat-based interaction mode —
posing a single question and expecting a flawless answer — parallels
a goal-centric AI approach focused on delivering recommendations
and solutions rather than the process-centric approach focused
on supporting users and empowering them to make their own
informed decisions.

When comparing the goal centric approach to the established
practices of negotiators that we discovered, we realized that the
chat-based interaction style may be inadequate for supporting hu-
manitarian negotiation processes. In frontline negotiations, the
preparatory phase involves organizing information, identifying pri-
orities, and aligning strategies with organizational mandates. These
tasks are inherently iterative and context-dependent, requiring a
balance of facts, norms, and potential risks. Unlike goal-centric AI,

which offers direct recommendations or steps, negotiators may re-
quire process-oriented tools that support their cognitive processes,
facilitate collaboration, provide the flexibility to adapt strategies
dynamically, and ultimately grant negotiators the agency to make
their own decisions. Consequently, our results also indicate that
existing AI negotiation tools like Nibble and Practum [76, 100] pri-
oritize transactional outcomes and may not fully meet the needs of
humanitarian negotiations. These systems often provide a single
recommendation or handle negotiations for users, restricting the
consideration of alternatives and adaptability to changing circum-
stances.

In contrast to chat-based interactions, our probe design demon-
strated how LLM-powered tools and technological tools in general
could support negotiators in their key cognitive processes while
leaving them in charge of the key parts of the process. This ap-
proach offers two main benefits: it eliminates challenges associated
with prompt engineering, and it allows negotiators to leverage the
probe design to mitigate inherent limitations of LLMs, such as hal-
lucinations and biases, by facilitating processes like information
validation and cross-checking results with peers.

Moreover, the probe interface has the potential to support col-
laborative workflows, allowing multiple stakeholders to coordinate,
align strategies, and synthesize diverse inputs—essential aspects
of humanitarian negotiation. By providing structured outputs and
interaction models tailored to negotiation processes, the probe can
enable teams to maintain a coherent strategy across different mem-
bers. By contrast, chat-based LLM interfaces like ChatGPT tend
to be designed for individual use, lacking mechanisms to support
these collaborative efforts. They do not facilitate managing multiple
viewpoints, integrating team feedback, or ensuring alignment in
group decision-making. Without structured collaboration features,
negotiators may struggle to use LLMs in team-based negotiation
settings.

7.4 RQ4: What are the LLMs’ anticipated
impacts on the work of frontline
negotiators?

7.4.1 LLMs may automate away the human elements of negotiation.
LLMs are currently incapable of replicating the human elements
of negotiation, and even if they could in the future, negotiators
strongly resist the idea of replacing these critical human aspects.
Our findings highlight the unique contributions of frontline ne-
gotiators, including building long-term rapport with counterparts,
upholding humanitarian principles, exercising duty of care, bal-
ancing trade-offs between risks and human lives, and generating
creative solutions in deadlock situations. These aspects not only
drive successful negotiations but are also often viewed by nego-
tiators as the defining qualities of their profession—qualities they
believe AI should never attempt to replace.

Participants hypothesized that widespread reliance on naive ap-
plications of LLMs could lead to “sterile” negotiations, lacking the
human touch and diminishing creativity. This concern is supported
by prior research, which identified the phenomenon of “design fixa-
tion” [55, 90], where reliance on mundane examples or suggestions
reduced novelty and diversity of solutions. Recent studies on LLMs
and creativity echo this concern, showing that while LLMs generate
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high-quality ideas, they lack novelty compared to human-generated
ones [15]. Quantitatively, the variance in LLM-generated ideas is
lower than in human-generated ideas [15], potentially leading to
more uniform solutions across negotiations. Furthermore, prior
work on word suggestions and assistive writing tools demonstrates
that these technologies influence users to adopt more uniform tones
and sentiments aligned with the models they use [5, 6, 85].

In the future, LLMs may become more creative and adept at rela-
tional tasks, such as building connections with counterparts [66, 67],
interpreting body language [11], and managing other diplomatic
and human-centered aspects of negotiation, particularly as more
advanced multi-modal models are developed. However, our study
indicates that negotiators are unlikely to welcome this shift. Echo-
ing findings from previous work [102], negotiators value a clear
division of labor between AI and humans. They are open to AI
handling analytical tasks, such as context analysis, while reserving
relational and ethical dimensions for human expertise. This divi-
sion is not just considered practical but essential for preserving the
integrity and creativity of negotiation practices.

7.4.2 LLMs may both support and strain the gap between novice
and expert workers. Our results also suggest that the efficiency with
which negotiators utilize LLMs—whether through a vanilla chat in-
terface or our custom probe interface— might be influenced by their
years of experience. This finding adds nuance to, and in some cases
challenges, the prevailing narrative that technology will transform
knowledge work by bridging the gap between inexperienced work-
ers and experts [19, 31]. Contrary to the notion that expertise will
become obsolete or that labor will be replaced [3, 3, 26, 65, 70, 87, 98],
our findings suggest that without technologies that specifically
amplify and support expert-designed and tested practices, novice
negotiators may not achieve expert-level proficiency, and expert
negotiators will continue to thrive in humanitarian negotiation.

In contrast to ChatGPT’s lack of guidance in breaking down
tasks, participants noted that the probe interface could support
novice negotiators by generating frameworks typically crafted by
experts. By addressing areas where negotiators struggle the most,
the interface has the potential to help less experienced individ-
uals close the skill gap. However, they emphasized that without
fundamental negotiation skills, the tools, albeit ChatGPT or probe
interface, merely provides information. Additionally, expert nego-
tiators might have different needs. For example, when using probe
interface, some negotiators also indicated that, although they liked
the structures provided, they still need flexibility to freely prompt
LLMs. This finding echos He et al [51], which suggests that users’
automation preferences may shift based on task complexity and
familiarity. Expert negotiators may require more adaptable inter-
faces compared to the current version of the probe interface, which
designated the interaction flow.

Thus, to effectively support workers with varying experience
levels in knowledge work, it is important to consult with expert
users and design systems that teach and assist novices with the
necessary skills and expertise. Relying solely on generally helpful
technologies like ChatGPT may be insufficient for empowering
negotiators with different skill levels, especially novices, to achieve
their best performance.

7.5 AI in Negotiation: Implications for
Organizations that Seek to Adapt AI in
Negotiation

Our results highlight that humanitarian organizations are still in
the early stages of understanding and managing the impacts of
LLMs on negotiation. Per our interviews, current humanitarian or-
ganizations’ LLM guidelines are vague (Section 4.2.2), focusing only
on usage restrictions while neglecting broader risks. Similarly, prior
work cautions a critical gap [9]: existing guidelines at workplace for
AI usage rarely address how to integrate AI tools into workflows
effectively or distinguish tasks for automation versus those requir-
ing human oversight. This lack of clarity may leave negotiators at
risk of unknowingly sharing sensitive data with third-party LLM
providers, or overrelying on automation for parts of the task where
close human attention and accountability is needed.

We have three sets of recommendations for what negotiators,
as a profession, may consider going forward. First, develop pro-
fessional guidelines for the safe and appropriate use of existing
LLM-based technologies. Our results suggest that negotiators ex-
pressed concerns LLM’s limitations (RQ2). Thus, these guidelines
should focus on reducing cognitive burdens for users rather than
shifting responsibility onto them simply because new technologies
are available. For example, guidelines could introduce heuristics to
navigate limitations like hallucinations and biases [9], focusing on
practical methods that help users detect errors and apply AI tools
effectively. The negotiators may also want to collaborate with tech-
nologists to understand hidden limitations of existing technologies
(e.g., threats to confidentiality) and to use that knowledge to set
(and explain) appropriate bounds for the use of these technologies.

Second, the negotiators should invest in workshops that foster
ongoing learning and collaborative discussions about the future role
of LLMs in humanitarian work. As our results have demonstrated,
the chat interface was rarely the right tool the negotiators — how
else (if at all) could the underlying technology be helpful? Here,
the negotiators should lead activities to identify the values, success
criteria and unmet needs of their profession to ensure future tools
genuinely augment human expertise while maintaining ethical and
effective practices. Frontline Associates, a professional organization
for frontline humanitarian negotiators, have already implemented
workshops [37] to help negotiators reflect on the limitations of
current tools and identify areas where AI support could be most
impactful.

Third, engage with technologists and HCI professionals to design
the most effective ways to appropriately support negotiators. Once
the negotiators have established the values, the success criteria
and the potential needs of their profession, a collaboration with
technologists and HCI professionals may lead to the development
of truly useful supporting technologies. While mentioning the need
to include HCI professionals in these activities will seem obvious to
the readers of this publication, we observe that many “AI for social
good” partnerships include only domain and technology experts
but no design experts (e.g., [82, 89]). It is often assumed that the
deep understanding of the problem, which the domain experts
bring, is sufficient to identify the most effective interventions. We
argue that HCI professionals bring an additional and necessary set
of skills to help decide which part of the process to intervene in
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and how to design the intervention in a manner that incorporates
concerns of all relevant stakeholders and that anticipates likely
indirect consequences of the intervention.

7.6 Limitations and Future Work
Our research conducted qualitative interviews with novel design
probes with anonymized cases to understand the negotiators’ con-
cerns, hopes and challenges of using LLMs in humanitarian negoti-
ation. However, our work is a simulation of what the negotiators
would do given a possible form of LLM-powered tool. In our fu-
ture work, we will build realistic experiments, involving negotia-
tors using LLM powered tools to conduct simulated negotiations,
strengthening the study’s conclusion.
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A Negotiation Tools
A.1 Island of Agreements

Island of Agreemens This concept refers to the areas of com-
mon ground or shared understanding between parties in a
negotiation, despite their overall disagreements. It is based
on the paradox that for any disagreement to exist, there must
also be some level of agreement or shared perspective. The
Islands of Agreement serve as a starting point for dialogue
and building trust.
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Example A.1 (Access to IDP Camps). In a negotiation between
Food Without Borders (FWB) and the Governor of a district regard-
ing access to IDP camps:

• Agreed Facts:
– There are displaced persons from Country A in the no
man’s land.

– People are blocked in the no man’s land, in a difficult
situation in terms of shelter and nutrition.

– There is little prospect of improvement without immediate
access to the displaced.

• Convergent Norms:
– There is a legitimate border between Country A and Coun-
try B. B has the right to defend the integrity of its territory
and prevent illegal entry.

– We should not allow people to die from starvation.
– People have a right to flee armed violence.

• Contested Facts:
– The exact number of displaced persons in the area.
– The severity of the situation and who is in most urgent
need.

– The presence of armed elements among the civilians.
• Divergent Norms:
– Whether humanitarian organizations have a right of access
to people in need under international law.

– Whether people have a right to enter Country B simply
because they flee armed violence.

– The priority of government security concerns versus hu-
manitarian needs.

A.2 Iceberg and Common Shared Space (CSS)
Iceberg Model This model is used to analyze the position of

both the humanitarian organization and the counterpart in
a negotiation. It consists of three levels:

(1) Position (WHAT): The visible stance or demand at the
top of the iceberg.

(2) Reasoning (HOW): The logic and interests supporting
the position.

(3) Values and Motives (WHY): The underlying principles,
needs, and drivers at the base of the iceberg.

Common Shared Space (CSS) This refers to the area of po-
tential agreement between parties in a negotiation, where
their interests, reasoning, and values overlap or can be rec-
onciled.

Example A.2 (Health for All (HfA) Negotiation). HfA is negotiat-
ing with tribal leaders over a hospital closure and staff detention.
HfA’s Iceberg:

• Position (WHAT): Immediate release of staff and evacua-
tion from District A.

• Reasoning (HOW): Ensure staff safety, scale down surgical
activities, hand over hospital to third party.

• Values (WHY): Humanitarian principles, duty of care, pro-
fessional health standards.

Tribal Leaders’ Iceberg:
• Position (WHAT): Keep hospital fully operational under
HfA or equivalent.

• Reasoning (HOW):Maintain employment for guards, com-
pensate families of injured/deceased guards.

• Values (WHY): Community welfare, tribal loyalty, eco-
nomic stability.

Common Shared Space (CSS):

• Shared concern for community health.
• Recognition of guards’ service and sacrifices.
• Desire to maintain reputation and relationships.
• Need for evidence-based decision-making on health needs.
• Importance of addressing emergency medical needs.
• Necessity of community consultation in healthcare planning.

A.3 Red lines and Bottom lines
Red lines Red lines are defined as the outer limits of the possi-

ble areas of agreement. They set the parameters withinwhich
parties to the negotiation must remain while attempting to
maximize their shared benefit. Red lines are generally speci-
fied in the mandate given to the negotiator and informed by
applicable laws and institutional policies. Red lines cannot
be crossed, as doing so would have significant consequences
regarding the validity and legality of the agreement and may
impact the legitimacy of the negotiator and organization.
The negotiator is not allowed to set or revise red lines.

Bottom lines Bottom lines are a tactical tool used by the ne-
gotiator to set limits to the conversation when options under
consideration show rising risks and diminishing benefits.
Bottom lines are under the control of the negotiator as a
means to suspend or postpone consideration of additional
options below a certain threshold. Before considering op-
tions beyond the bottom line, the negotiator may consult
again with their hierarchy. The results of this consultation
may impact the location of the bottom line.

Example A.3 (Food Without Borders Negotiating Access to IDP
Camp). Food Without Borders (FWB) is negotiating access to an
IDP camp to distribute food rations. The negotiation involves sev-
eral key points:

Ideal outcome (Point A): All food rations are distributed
only to the affected IDP population based on their nutri-
tional needs. FWB can hire and pay in cash the day laborers
of their choice to assist in its work in the IDP camp.

Bottom line (Point B): Food rations should be limited to IDPs
but are not necessarily dependent on their individual nutri-
tional needs. FWB could consider including family members
of local guards in need as part of the food distribution process,
even though they are not recognized as formal IDPs. Direct
distribution to the local guards, however, is not permitted.

Red line (Point C): FWB can only distribute food rations to
the IDP population and other people in need. It cannot use
the food rations as a means of payment for laborers. It further
cannot provide any direct assistance to armed personnel.

In this example:
• The bottom line (B) represents the point where FWB negotia-
tors feel the compromises are reaching their limit, but they
can still make decisions within their mandate.
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• The red line (C) is set by FWB’s institutional policy prohibit-
ing the use of food rations as currency or compensation for
labor, which the negotiator cannot cross without referring
back to higher authorities.

B Survey questions
(1) How many years of negotiation experience do you

have?
(2) How often do you use a computer for work?

• Once a week or less
• A few times a week
• A couple of hours most days
• Many hours on most days

(3) What is the highest level of education you have re-
ceived or are pursuing?
• Pre-high school
• High school
• College
• Masters or professional degree
• PhD

(4) How often do you use AI?
• Once a week or less
• A few times a week
• A couple of hours most days
• Many hours on most days

(5) If you said yes to the question before, how often do
you use AI for work relating to frontline negotiation?
• Once a week or less
• A few times a week
• A couple of hours most days
• Many hours on most days

If you are interested in a 1-hour interview to help us learn more
about AI in negotiations, please share your email and schedule an
interview here:

C Interview Questions: Formative Study
C.1 Part 1: Semi-Structured Interviews with

Negotiators
The following questions focus on the negotiation process:

• Tell me about how you prepare a case.
• What was the most difficult part of such a process?
• How do you collaborate with colleagues?

C.2 Part 2: Demo of ChatGPT Generating
Iceberg CSS

Demo of an automated system that creates negotiation visualiza-
tions. Questions asked after the demo:

• What did you like about the tool?
• Do you think you can use this tool in your workflow?
• Do you have any concerns about using this tool?
• Do you have anything else that you want to mention?

D Interview Questions: Probe Study
Each question is asked for both systems (ChatGPT and probe inter-
face) when time permits.

D.1 1. Impressions of the System
• What was your impression of this system?

D.2 2. Added Value of the System
• What was the greatest added value of this system?

D.3 3. Problems and Improvements
• What did you find problematic or in need of improvement?

D.4 4. Desired AI Features
• What other AI features would you like to see in these sys-
tems?

D.5 5. Early-Stage Technology Feedback
• Where else do you think AI could be added to your process?
• Do you see the value of this technology in your work?

D.6 6. Future Development Expectations
• How disappointed would you be if we never developed any-
thing AI-related with you through this collaboration?

• How disappointed would you be if no one ever made tech-
nology like this real? Why?

E Participant Demographics
To protect participants’ identities, we avoid linking specific details
such as years of experience, organizations, and countries of op-
eration that might allow their employers to infer who they are.
Instead, we provide a general list of countries of operation and
current organizations associated with participants.

List of countries of operation:
• Study 1: Bangladesh, Brazil, Cameroon, Canada, India, Iraq,
Kenya, Moldova, Spain, Switzerland, UAE, Vietnam

• Study 2: Bangladesh, Berlin, France, India, Italy, Jamaica,
Japan, Lebanon, Malta, Nigeria, Portugal, Switzerland, UAE,
UK, USA.

List of organizations:
• Study 1: International NGO Safety Organisation, Human-
itarian Association of Dynamic Youths, Doctors Without
Borders, International Organization for Migration, United
Nations Office for the Coordination of Humanitarian Affairs,
International Committee of the Red Cross, World Food Pro-
gram, United Nations (1 removed because the organization is
too small and one can the participant with this information)

• Study 2: Danish Refugee Council, International Commit-
tee of the Red Cross, International Federation of Red Cross
and Red Crescent Societies, International NGO Safety Or-
ganisation, Doctors Without Borders, Norwegian Refugee
Council, United Nations, United Nations High Commissioner
for Refugees, World Food Program, Center for International
Peace Operations. (3 removed because the organizations are
too small and one can the participant with this information)
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Study Participant
Have you used ChatGPT,
Claude 2, or similar
LLM-based chatbots?

How often do you use AI?

If you said yes to the question
before, how often do you use
them for work relating to
frontline negotiation?

Years of experience

1 P1 Yes Many hours on most days A few times a week 9
1 P2 Yes Many hours on most days A few times a week 6
1 P3 Yes Many hours on most days A few times a week 8
1 P4 Yes Once a week or less Once a week or less 6
1 P5 Yes Many hours on most days Once a week or less 9
1 P6 No – – 15
1 P7 Yes Many hours on most days A few times a week 15
1 P8 No – – 10
1 P9 Yes Many hours on most days A few times a week 10
1 P10 Yes Once a week or less Once a week or less 22
1 P11 Yes Many hours on most days A few times a week 10
1 P12 Yes Many hours on most days A few times a week 15
1 P13 Yes Once a week or less Once a week or less 15
1 P14 Yes Many hours on most days Many hours on most days 37
2 P1 Yes A couple of hours most days A few times a week 10
2 P2 Yes Many hours on most days A few times a week 25+
2 P3 Yes Once a week or less Once a week or less 7
2 P4 Yes A couple of hours most days A couple of hours most days 7
2 P5 Yes Once a week or less Once a week or less 25+
2 P6 Yes Once a week or less Once a week or less 25+
2 P7 Yes A few times a week Once a week or less 2
2 P8 Yes A few times a week Once a week or less 30+
2 P9 Yes Once a week or less Never 10
2 P10 Yes A couple of hours most days Once a week or less 2
2 P11 Yes Once a week or less Once a week or less 20
2 P12 Yes A couple of hours most days A few times a week 10
2 P13 Yes Once a week or less Once a week or less 9
2 P14 Yes A couple of hours most days A few times a week 2
2 P15 Yes A couple of hours most days A few times a week 1
2 P16 Yes A couple of hours most days A few times a week 10
2 P17 Yes A couple of hours most days A few times a week 14
2 P18 Yes Once a week or less Once a week or less 14
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